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1. Introduction

1.1 Introducing the R5xx Family

The R5xx family provides the fastest and most advanced 2D, 3D, and multimedia graphics performance for desktop
PCs in the performance mainstream markets. The R5xx family supports Shader Model 3.0, advanced memory
interface technology, a brand new disptaytroller and a consumer electronics (CE) quality TV (NTSC/PAL)

encoder The R5xx f amis2Xggenemton RC$ Expreésstechndayy product and leverages a brand
new graphics architecturéhe R5xx family builds on the R3xx architecture. Asls much of this guide is

applicable to R3xx and R4xx chips as well wittme caveats. Where applicalgenerational differences are noted.

1.2 Feature Highlights
1.2.1 Shader Technology

Support for Microsoft® DirectX® 9.0 programmable vertex and pixel slsaddnardware.
Shader Model 3.0 veex and pixel shader support.

Full speed 32it floating point processing.

High dynamic range rendering with floating point blemgdand antialiasing support.

High performance dynaimbranching and flow control.

Convplete feature set also supported in OpenGL® 2.0.

=A =4 =4 -4 -8 -4

1.2.2 Anti-Aliasing

2x/4x/6x AntiAliasing modes.

Sparse multsample algorithm with gamma correction, programmable samgilerps, and centroid
sampling.

New Adaptive AnttAliasing mode.

Temporal AntiAli asing.

Lossless Color Compression (up to 6:1) at all resolutions, apdancluding widescreen HDTV.

= =

=a =8 =9

1.2.3 New Ring Bus Memory Controller

Programmable arbitration logic maximizes memory efficiency, software upgradeable.
New fully associative texte, cola, and Z cache design.

Hierarchical ZBuffer with Early Z Test.

Lossless Buffer Compression (up to 48:1).

Fast ZBuffer Clear.

Z Cache optimizedoir reattime shadow rendering.

Optimized for performance at high display resolutions, up to and imgudidescreen HDTV.

=4 =4 =4 -4 -8 -89

1.3 Features in Detalil

1.3.1 2D Acceleration Features

1 A highly optimized 12&it engine, capable of processing multiple pixels/clock.

© 2008 Advanced Micro Devices, Inc.
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Hardware acceleration provided for BitBLT, line drawing, polygon and rectangle fills, bit masking,
monochome expansion, panning and scrolling, scissoring, and full ROP support (including ROP3).

Optimized handling of fonts and text using ATI proprietary techniques.

Game acceleration including support for Microsoft's DirectDraw: Double Buffering, VirtuaeSprit
Transparent BLT, and Masked BLT.

Acceleration in 8/15/16/3Bpp modes.
Support for WIN 2000 & WIN XP GDI extensions: Alpha BLT, Transparent BLT, Gradient Fill.

Hardware cursor support up to 64x64xX3ap, with alpha channel for direct support of WABI00 & WIN
XP alpha cursor standard.

= =4 = = = =

1.3.2 3D Acceleration Features

Fully DirectX 9.0 compliant, including full speed-&2 floating point per component operations.
Shader Model 3.0 support with programmable vertex shaders (full operand and operatiot) alipwong
up to 1024 instructions and 256 vectors of constant store. This includes vertex shader loops, branches, and
subroutines, whichliw support of the following:

0 1024 vertex shader instruction store.

0 261,888 istructions with a single loop.

o0 4+trillion instructions with nested loops.

o Dynamic flow control.

o 8full vertex processing units.
1 Advanced pixel shadsmwith the following features:

o New advanced shader design, with uttiteeading sequenceoifhigh efficiency operations.

o Full Pixel Skader 3.0 support.

o0 Advanced, higtperformance branching support.

0 32-bit floating point support for gh dynamic range computations.
Full antialiasing on render surfaces up to and includiddpit floating point formats.
Support for 2xAA, 4xAA and 6xAfsubsamples, with littlegyformance loss in most cases.
Advanced AA quality algorithms, generating visuals that are superior to other solutions eithiealent
number of samples.
1 New adaptive antaliasing modes dynamically select between fast rsaltipling and high quality super
sampling per polygon, deliveringetbenefits of both techniques.

=a =4

= =4 =

1.4 Changes from R3xx/4xx

Changes from R3xx to R4xx

Support forl, 2, 3 and 4 quad pixel pipes

Support fo 1 to 6 vertex shader pipes

HDTYV resolution supportdr HiZ

Support of 16x16 and 32x32 pixel tile sizes (32x32 should now be the preferred amount)
Vastly redesigned Memory controller, with new client interfaces

Suppat for 8b of subpixel precision

Native support of 4Kx4K raster target

PS instruction supportow at 512 each for Scalar, Vec3 and Texture (1536 total instructions)
VS native support for Sin/Cos

TX Component swizzling

Enhanced texture performance

MRT and wide pixel performance fixes

=8 =4 =8 =-4 -4 -8_8_4_49_9_9_-°9
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=A =4 =4 =4 -4

Fog alpha rounding matches RGB

Line stipple fixes; SU texture sfirig improvements

LOD Clamp/bias reorder

2D support for larger pixels (Pitch at 16b)

4x AA buffer tiling is changed when memory mapping is not used

Changes from R4xx to R5xx

=4 =4 =8 -8 -8-0_0_0_4_4_4_4_-49_-24.-°

New Memory controller

Support of VS3.0 features, except Vertex fetch

Support ofall PS3.0 features, including extended GPRs and Constants, all branching and predication
New FP32 US, including most IEEE NANs, INFs behavior corrected (still TRUNC rounding mode)
Support of new Z ranged,2], with per pixel clamping in SC

Support of ugo 11 texture sets (10 explicit), or 44 iterators

Support of color to texture mappings, and texture to color mappings (for performance improvements)
New IS_IP for better mapping of components from VS to PS

Color now in FP20 mode, instead of S3.12 mode

NewHiZ compression mode, allows high precision Z values to be stored

New FP16 render surfaces support, including blending and all backend functions, but not texture filtering
Fully set associative caches for Texture, Cadod Z

New more efficientfifos for all MC clients

New Filter4 mode for Texture unit

New 1b texture mode for texture unit

© 2008 Advanced Micro Devices, Inc.
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2. Tiling
2.1 Overview
R3xx-R5xx supporttwo types of blocks

1 Micro block
T Macro block

Each block type can either be linear or tiled.

2.2 Micro Blocks

A micro block refers to a 3Byte consecutive data in memory. It is aligned to 32 boundary, which means that
the 5 LSBs of a micrblock address are zeros. Micro blocks can be linear or tiled. Linear maps a 1D area of an
image to the block. Tiled maps a 2D area of an imagebiock. The following table shows the different type of
micro blocks and the region of the 2D image that maps to it (x X y)

Micro -linear Micro -tiled
8 bit pixel 32x1 pixels (x=32 , y=1) 8x4 pixels (x=8 , y=4) supported by : tx/cb/hdp
16 bit pixel 16x1 pixels (x=16 , y=1) 4x4 pixels (x=4 , y=4) supported by : tx/cb/zb/hdp
16 bit pixel 16x1 pixels (x=16 , y=1) 8x2 pixels (x=8 , y= 2) supported by: tx/cb/hdp/disp
32 bit pixel 8x1 pixels (x=8, y=1) 4x2 pixels (x=4 , y=2) supported by: tx/chilabp/disp
64 bit pixel 4x1 pixels (x=4,y=1) 2x2 pixels (x=2 , y=2) supported by: tx/hdp
128 bit pixel 2x1 pixels (x=2, y=1)

2.3 Macro blocks

A macro block refers to a 2Kyte consecutive data in memory. Matilocks loosely refer to the size a DRIA
page. How micro tiles are arranged in a madeois controlled by whether the maebtock is linear or tiled. Linear
macro block maps-rrder sequential array of mictdocks to a macrdlock. When the end of the current scan is
reached, the mactolock continues with data from the next midite in the next scan. The alignment for Linear
macroblocks is 32 bytes. An image can generally be more compact using-limeseng but it is typically slower in
rendering performance. Tiled madotocks map a 2Degion of micreblocks into a macrblock. Tiled macre
blocks are aligned to a 2Byte boundary, which means that the 11 LSBs of a ralorck address are zeros

There are 64 micrblocks in a macrdlock (2k divided by 32 bytes). In a tiled madstock these 64 micreblocks
are arranged as an 8x8. The number of pixels in x and y that map into a tiledbhoa&rs based on pixel size and
micro-block type. Multiplying the data from the previous table by 8 can do this:

© 2008 Advanced Micro Devices, Inc.
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Macro-tiled Macro-tiled
Micro -linear Micro -tiled

8 bit pixel 256x8 64x32

16 bit pixel (8x2) | 128x8 64x16

16 bit pixel (4x4) | 128x8 32x32

32 bit pixel 64x8 32x16

64 bit pixel 32x8 16x16

© 2008 Advanced Micro Devices, Inc.
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3. Surface Formats

This section describes all of tearface formats used by the R3R&xx texture wits and frame buffes: These
formats are first listed in summary, together with a list of features (fog, blend etc.) supported by each format

8-bit Formats

Format Layout Range | Display Blend| Fog Dither| Filter
C_8 16543210 0.0 to 1.0 (ungned) | Yes Yes | No | Yes | Yes
-1.0 to +1.0 (signed)
C2 4 T8-S5 4| 320 0.0to 1.0 Yes No [ No [ No | Yes
C_ 332 | e 5| B 2| 1co°| 0.0to 1.0 Yes No | No | No | Yes
16-bit Formats
C_16 15141312111 L 4.3 21 0.0 to 1.0 (unsigned)| No No | No | No | Yes
-1.0 to +1.0 (signed)
C_16_MPEG IJ&JA—BJ-MJ-Q&—%—OY-M—‘L&—LIJ-I -1.0to +1.0 No No [ No [ No | Yes
C_16_FP 15141312111 L 4.3 21 -2™%t0 +2'° No No | No | No | No
C2_8 151413121110 9 8| 7 6 5 4(:03 2 10 00 to 10 (unsigned) YeS Yes NO Yes Yes
-1.0 to +1.0 (signed)
C565 15141312111 = 4321 0.0to 1.0 Yes Yes | Yes | Yes | Yes
C 655 1 = e 0.0 to 1.0 (uns_igned) No No | No | No | Yes
-1.0 to +1.0 (signed)
C4 4 el 0 s 2 0.0tol1.0 Yes Yes | Yes | Yes | Yes
C1555 15141312111 = 4321 0.0to 1.0 Yes Yes | Yes | Yes | Yes
32-bit Formats
Format Layout Range | Display Blend| Fog Dither| Filter
C4_8 s 2‘|‘ = 1T = 8| % °| 0.0 to 1.0 (unsigned)| Yes Yes | Yes | Yes | Yes
-1.0 to +1.0 (signed)
C4_8 GAMMA s 2‘|‘ = 1f|3 = 8| % OI 0.0to 1.0 Yes Yes | Yes | Yes | Yes
C_11 11 10 | =4 | 31 | = OI 0.0to 1.0 (uns_igned) No No | No | No | Yes
-1.0 to +1.0 (signed)
C_10_11 11 = 24 | L | are OI 0.0t0 1.0 (uns_igned) No No | No | No | Yes
-1.0 to +1.0 (signed)
C_2 10_10_10 &l 2 | e | = °| 0.0 to 1.0 (unsigned)| Yes No | No | No | Yes
-1.0 to +1.0 (signed)
C2_16 | 2 1T & °| 0.0 to 1.0 (unsigned)| No No | No | No | Yes
-1.0 to +1.0 (signed)
C2_16_MPEG | 24 1f|3 & OI -1.0to +1.0 No No | No | No | Yes
© 2008 Advanced Micro Devices, Inc.
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C2_16_FP | 24 4 g 9| -2°t0+2° No No | No |No | No

C 32 FP | 24 18 8 3 -2M%t0 +247 No No | No | No | No
24 16 8 Q

C_AVYU 0 AN MRS 0N AR 0.0to 1.0 Yes Yes | Yes | Yes | Yes

C VYUY v 2‘|‘ = 1? 7 8| ~ OI 0.0to 1.0 Yes Yes | Yes | Yes | Yes

C _YVYU v 2‘|‘ v 1? 7 8| 5 OI 0.0to 1.0 Yes Yes | Yes | Yes | Yes

64-bit Formats

Format Layout Range Display | Blend| Fog | Dither| Filter |

C4_16 | % 4|8 4 3|2 4 | & (i 0.0to 1.0 (unsigned)| No No | No | No | Yes
-1.0 to +1.0 (signed)

C4_16_FP - e -2™%t0 +21° No No |No |No | No

C2_32_FP [ e e bl | 2510 2% No No [No [No | No

128-bit Formats

Format | Display Blend| Fog Dither| Filter

C4_32_FP oGy iy b e | =271 10 +2 No No | No | No | No

Depth Formats

Format Layout Write Read
24 16 8 0 “
W_24 | A Tnas i ) OtoZ™1 Yes No
24 16 8 0 763 3
W_24_FP | — | | [ 2P0 +2 Yes Yes

© 2008 Advanced Micro Devices, Inc.
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4. Command Processor

4.1 Overview

The Command Processor is a programmable proctssois meant to provide some-ohip intelligence for a
Graphics Controller device. The CP architecture has been approached as gspeas@ computing engine,
targeted at fetching and interpreting a PROMO4 command stream.

The Command Processor takasseveral tasks in a typical Graphics Controller:

1 Acts as a receiver of command streams from the video and graphics device driver(s) running on the host
CPU. These command streams are either read from system memory usingstersng on the PCI or
AGP bus, or directly written to the CP from the host CPU using the PCI or AGPw(fiis) bus. Three
streams are supportédne Ring Buffer and two Indirect Buffers.

1T Parses and interprets a command streamlesdthed writes
Graphics Controller device; for example, a 3D graphics processor, a 2D graphics processor, a Video
Processor, or an MPEG Decoder. The data writes can be 32, 64, 96, or 128 bits per clock. The 64, 96, and
128 bit writes wille dMdedeewritefmode is fialidewhen the stréim (PQ, 1Q1,
1Q2) is in Pull Mode. Push mode will only write DWORDSs (i.e. Lower®® of the 12&it data bus will
be valid with a DWORG ard 84sitbviites wilkk onlii @c@udwhiée th alignment of
the data is not on a 18t boundary.

1 There are two generglurpose DMA engines inside the CP, one for &&lated tasks, and one intended for
Video Capture tasks. The DMA engines do byte alignment between the source and destinatian surface

4.2 Host Programming Model Description

This section describes the manner in which the host CPU communicates with the graphics controller chip.

4.3 Push vs Pull Model

ThePush Models also referred to as Programmed 1/0O (PIO). In this model the host CPUiigwoeithe graphics
controller chip across either the PCI or AGP bus. Thai
graphics controller. This information is in one of two forms:

1) A sequence of register writes to setup the state of a progessjine on the graphics controller, and
then starting the engine running. Typically, engines are started asedfsitteof writing to a special
Atriggerd or Ainitiatorod register.

2) Asequence o€ommand Packets whi ch ar e a #fAcompthecsnsmnamdilo way of ¢«
information to the graphics controller, relying on an intelligent processor in the graphics controller to
convert the command packets into register writes to other processing engines in the graphics controller.

It is expected that option (1) abe will only be used for debug purposes.

The Pull Modelutilizes busmastering on the part of the graphics controller, as it actively goes out and reads from an
area of system memory in which the host CPU has previously placed command information.oAarnngart of

the pull model is how the host and the graphics controller manage access to the shared buffer in system memory.
This is discussed in the following section.

The pull model allows more slip between the CPU and the graphics controller tizathel@eish model, assuming
that the command buffer for the push model is limited techip storage.

The push model may have some advantage when the overall system performance is taken into account as it lightens
the bandwidth demand on system memory aspaoed to the pull model. The push model may be able to-oyake
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for its limited slip by implementinganemh i p c o mmand bousffefreor itnhtaot thhsep iflrlasme b uf
this of course begins to place a demand on the frame buffer bandwidthe@mditead the command buffer.

The Command Processor will support both the push and pull models; however, switching between these two models
must be carefully controlled. It is intended that switching is not done often; most likely the model is clheseh at

time, and never changed once the system is running. The pull model is the preferred choice for systems that allow
busmastering, and whose API allows concurrent processing between the host CPU and the graphics controller,
primarily because of its perior capability for overlapped processing. The push model is available for systems that
are not welsuited to using the pull model.

4.4 Ring Buffer Management

When the Graphics Controller is set to operate in thentastering mode (pull model), the hoppécation, say a

driver, has to allocate a block of system memory as a buffer faothenand packetsissues to the Graphics

Controller. The command packets, or simply packets, instruct the Graphics Controller to carry out operations such
as drawing bjects on the screen. This memory block is treated as if it is a ring that allows the packets to be placed
into and taken away from the memory in a circular manner, thus theRiagn&uffer

The Ring Buffer is a shared memory space between two coopgpadicgssors. It is used to implement -avesy
communication from the Host processor (the Writer) to the Graphics Controller (the Reader). Each processor must
maintain the state that it believes that the Ring Buffer is in. The state is composed of:

1 Buffer Base: The address of the beginning of the buffer.

1 Buffer Size: The size of the buffer.

1  Write Pointer: The address that the Host is writing to.

1 Read Pointer: The address that the Graphics Controller is reading from.

In order for the Ring Buffer to work pperly, both processors must maintain a consistent view of this state. The

Buffer Base and Buffer Size are generally initialized when the system is first bngugdnd rarely changed after

that point. 't i s a si mplde tthaes KNrtia eirndist icaolpii zees bodt h hti hse
Write Pointers, on the other hand, change quite frequently as the Ring Buffer is in operation. In order to achieve
consistency, when the Writer (the host) updates the Write Pointer, he must senduitlatvalo t he Reader 6s
Graphics Controllerds) copy of the Write Pointer. And
send that value to the Writerdés copy of the Read Point

Packets are placed into the memory block, or buffer, fl@beginning towards the end, i.e., from lower addresses
toward higher addresses. Once the data placement hits the end, it starts from the beginning again. Meanwhile, the
packets are consumed from the head of the queue in a manner similar to howréhplaoed.

Figureillustrates how the ring buffer operates when combined with therassering operation.

© 2008 Advanced Micro Devices, Inc.
Proprietary 14



AMDH Revision 13 March 30, 2008

Host start of buffer = end of buffer Graphlcs
- - : Controller
Write Pointer Address !
Buffer Base - , : - Write Pointer -
Buffer Size o Read Pointer

Write Pointer

Buffer Base

v ReadPointer )

Buffer Size

IE 3
X
. 3
Ring Buffer Packets Bus %
Server ' g
Mastering ©
Unit S
€
Q
O

Driver(s) free area

Read Pointer
Address

. Execution
Legend: | Regiser | | g

Figure: Ring Buffer and its Control Structure

In the figure, packets are placed into the buffiea icountexclockwise order, forming packet queuer he first
packet in the queue is denotedBy and the last byP, . The start of the queuds, , is pointed to by the Read

Pointer(s). The memory paoh that is not occupied by packets is calledftbke area and it is pointed to by the
Write Pointer(s).

Initially, both the read and write pointers may point to the same location of the ring buffer, e.g. the start of the

memory block. The two pointer®imting to the same location of the ring buffer generally implies one of two

situations. One is that the buffer is empty, and the other is that the buffer is full. We want to define this situation as

an empty buffer. To resolve the ambiguity of botinpers being equal, we must prevent the case of a full buffer

from ever happening. I't is the Hostds responsibility i

On the host side, the driver places command packets into the free dreainfy buffer, and informs the Graphics
Controller of any changes to the Write Pointer by writing directly to the Write Pointer register inside the Graphics
Controller. The host tracks frespace in the buffer by comparing its Read and Write Pointedssaspends writing

if the buffer becomes (almost) full.

On the Graphics Controller side, packets are taken awaboae from the head of the packet queue, pointed to

by its Read Pointer, through the Host Bus Interface, and placed into the CommartdBRéfeke As the Graphics

Controller updates its copy of the Read Pointer, ituses-alaus t er i ng wri te to update the
Pointer, residing in a shared memory location. The Graphics Controller has a register that holds the messsry add

of where the Hostdés Read Point er -masteringdeits., TheaGnaghicei s es t ha
Controller tracks frespace in the buffer by comparing its Read and Write Pointers, and suspends reading if the

buffer becomes empty €., Read Pointer == Write Pointer).

To reduce traffic on the system memory bus, the Graphi
Pointer every time it changes on the Graphics Controller side. To facilitate this, we have adopteptao€@nc

© 2008 Advanced Micro Devices, Inc.
Proprietary 15



AMDH Revision 13 March 30, 2008

blockof dwords in the packet queue. The Graphics Control
time it has caomnsutumedod fiatacKde® m the ring buffer. The
will update the Rad Pointer is when it thinks that the packet queue is empty. The size of the block is

programmable, to allow the programmer to traffethe amount of time the system bus spends doing real data

transfer vs the amount of time it spends on the communicatierhead of updating read/write pointers. Larger

bl ock sizes tend to reduce communication overhead, at
which reduces t he -caupliog)betwveen the Hist and thedGraphjcet@dierd e

To reduce traffic on the system memory bus, the driver may want to minimize the frequency of accesses to its copies
of the Read and Write Pointers. To minimize reads of the Read Pointer, it can check them once, calculate an amount
of free spaceand then decrement a local copy of the amount of free space as it adds packets to the queue. When it
sees that the fregpace is small (queue nearly full), it can start this procedure over again. (Its copy of the Read

Pointer may have changed since Itk time he read it.) The host also has the option of updating the Graphics

Controll er 6s Wrfiequent bBsis ithantwihr eveoy mriteahe toesstasthe packet queue, possibly on a

blockbasi s similar to the GHawvpver ifcthe buferis tunnind close tomptynra@yc hani s n
delay in updating the Graphics Controllerds Write Poinf
this command packet . Al so, t he hos tscomuoktihie White Pontaerr e f u | o

if it wants the Graphics Controller to read from the queue until it is empty.

When the queue has become (almost) full, the host will have to poll the Read Pointer until space becomes available.
In certain systems (Pentium lifexample), this polling will stay within the processor cache, thus avoiding traffic

on the system bus, and the snoop logic of the host CPU will take care of maintaining consistency between the main
memory and the processor cache when the Graphics Cenfpeliforms its busastering write of the Read Pointer.

It is important to note that the Read Pointer must reside in PCI space in order for this snoop technique to work.

AGP writes are not snooped.

4.5 Chipset Coherency Issues

The Ragel28 product revealed@akness in some motherboard chipsets in that there is no mechanism to guarantee

that data written by the CPU to memory is actually in a readable state before the Graphics Controller receives an

update to its copy of the Write Pointer. In an efforttealli at e t hi s problem, wedve intro
Graphics Controller that will delay the actual write to the Write Pointer for some programmable amount of time, in

order to give the chipset time to flush its internal write buffers to memory.

There are two register fields that control this mechanism: PRE_WRITE_TIMER and PRE_WRITE_LIMIT. There

is also a staging register placed Ain front ofo the act
staging register and are held thargil one of two events occurs: the doamunter of PRE_WRITE_TIMER has

expired; or the host has written the staging register PRE_WRITE_L-titld@s, forcing the contents of the staging

register into the actual Write Pointer register. The doaumnter isseeded with PRE_WRITE_TIMER every time

the host writes to the Write Pointer register address, and expires when it reaches zero. This implementation does not
guaranteea certain timedelay between the host write to the Write Pointer, and the Graphics [Bomead of the

system memory; because the host could flood the Graphics Controller with multiple writes (more than the
PRE_WRITE_LIMIT) in a short amount of time, thus overriding the tohetay imposed by the

PRE_WRITE_TIMER. However, since the normpkoation of this system is to increase the Write Pointer by some
significant amount with each write, it is likely that by the time the PRE_WRITE_LIMIT has been reached, the data

has in fact been fAipushedo t hr ou gtéstotthk eng loufier ipsystemé s wr i t e |
memory.

Note that programming the PRE_WRITE_TIMER and PRE_WRITE_LIMIT to zero allows the chip to behave just
as the Rage128 did.

The above solution is based otirae delay, the assumption being that if the chipset is garerugh time, the write
buffer will be flushed to memory, and become available for a coherent read.

4.6 Indirect Buffer Management

The Command Processor has the capability to read commands from other locations in memory, outside of the Ring
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Buffer. These lod#ons are known as Indirect Bufferl and Indirect Buffer2. This is accomplished as follows: there
is a packet in the Primary command stream (being read from the ring buffer) which sets up the Indirect Bufferl
Address and Size registers of the Command Bemze The writing of the Indirect Bufferl Size register triggers the
Command Processor to begin fetching the new stream from the provided address. The last packet to be parsed from
the Primary stream is the one that sets the Indirect Bufferl AddreS&zmckgisters. The CP then begins fetching
data from Indirect Bufferl. The data stream in Indirect Bufferl may set up the Indirect Buffer2 Address and Size
registers of the Command Processor. As before, writing of the Indirect Bufferl Size regjg@stthe Command
Processor to begin fetching the new stream from the provided address. The last packet to be parsed from the
Indirect Bufferl stream is the one that sets the Indirect Buffer2 Address and Size registers. The CP fetches the
correct amountf data from Indirect Buffer2 until The Buffer2 Size is exhausted,; it then returns to its interpretation
of packets from Indirect Bufferl. The CP fetches the correct amount of data from Indirect Bufferl until the Bufferl
Size is exhausted; it then retuttodts interpretation of packets from the Primary Stream (being read from the ring
buffer).

4.7 Overview of DMA Operation

The DMA engines in the Command Processor fetch commands from the frame buffer memory which tell them what
to do. The command in memorystored in a structure known aBescriptor, having a fowdoubleword
(DWORD) format as shown below:

Ordinal Name Bit Function

0 SRC_ADDR 31:0 | Source address

1 DST_ADDR 31:0 | Destination address

2 COMMAND 31:0 | Command word. (See description below)
3 (Reserved) 31:0

The COMMAND word has the following format:

31 EOL End Of List Marker

30 INTDIS Interrupt Disable

29 DAIC Destination Address Increment Control
28 SAIC Source Address Increment Control

27 DAS Destination Address Space

26 SAS Source Addres Space

25:24 DST_SWAP Destination Endian Swap Control
23:22 SRC_SWAP Source Endian Swap Control

20:0 BYTE_COUNT[20:0] Byte Count of Transfer

There are some constraints on the programming of the Descriptor, as follows: If either the Source or #Htobestin
is in the register address space, or is programmed to baecr@menting, then the atomic transfer unit is assumed to
be a DWORD. Namely, the bottom twaits of the BYTE_COUNT and the Address will be ignored (assumed
A000) .

Note that a BYTE_COUNTfazero will perform no operation.

Multiple Descriptors may be stored contiguously in memory to makeDgsariptor Table (DT)seeFigure. The
last Descriptor in the Descriptor Table must be marked as such so that the DM@ lemmivs when to stop
consuming commands.

The programmer provides the DMA engine with a pointer to the beginning of the Descriptor Table, and the DMA
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engine fetches one Descriptor at a time, interprets the command to carry out a transfer, and thentmtwes on
next Descriptor in the table. As mentioned above, the DMA engine will stop when it reaches the last Descriptor in
the table.

There is a bit called CP_SYNC in the Descriptor Address register (DMA_xxx_TABLE_ADDR). If this bit is set,

t he DMAockwiultldo filhe microengine from performing any write
active. This mechanism can be used to synchronize a-ON\&n stream of register writes to the command FIFO.

among other things.

A DMA channel may haveitsopet i on aborted by writing a 616 to the AB!
register. It is important that the programmer then poll the ACTIVE bit of that same register, waiting for a value of

606, before writing a 0006 toithies ABORT _tEiNe bprtogr ©Ommer ti
back stable state from all DMA registers.

Memory Space

| TABLE ADDR Redistel—* Dword 0
Dword 1
Dword 2
Dword 3
Dword 4
Dword 5
Dword 6
Dword 7

Descriptor 0

Descriptor 1

Dword (n*4)
Dword (n*4)+1
Dword (n*4)+2
Dword (n*4)+3

Descriptor n (Last)

Figure: Descriptor Table Layout in Memory

An alternate method to writing the DMA_XXX_TABLE_ADDR register to initiate a DMA operatioa igrite the
descriptors directly to the CP. This saves the fetching of the descriptor table from memory.

Three registers are provided for each of the DMA engines (CP_XXX_SRC_ADDR, CP_XXX_DST_ADDR,
CP_XXX_COMMAND). The contents of these registers havestirae fields as the SRC_ADDR, DST_ADDR, and
COMMAND DWORDs of the descriptor table entry described above. Except that the EOL-isoldiaal TRUE in

the COMMAND DWORD. Writing to the CP_XXX_COMMAND register initiates a DMA operation using the
descriptor destbed in all three registers. A table of descriptors can be built from multiple-0 gaekets each
containing the SRC, DST, and COMMAND data.
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4.8 Resetting the Command Processor

To support recovery from a powdown state the read pointer (CP_RB_RPTR) isabté. The read pointer is

initialized by writing the writable read pointer (CP_RB_RPTR_WR). Then, when the write pointer
(CP_RB_WPTR) is subsequently written the contents of the writable read pointer (CP_RB_RPTR_WR) are
transferred to the active read p@in(CP_RB_RPTR). As a precaution, an enable bit must be set in the control
register (CP_RB_CNTL) to allow the contents to transfer to the active read pointer (CP_RB_RPTR). Note that the
read pointer still resets to zero to ensure starting at the begiohthe buffer if the host does not initialize the

writable read pointer (CP_RB_RPTR_WR).

Therefore, a certain sequence of actions is required of
1) Write CP_CSQ_CNTL and CP_CSQ_MODE to zero,affely disabling the CP.
2) Write to the proper RBBM register to assert and theassert the Soft Reset signal to the CP.

3) Setthe RB_RPTR_WR_ENA bit to enable writing of the RPTR if desired not to start from the
beginning of the buffer.

4) Write the CP_RB_RPR_WR register if it is desired not to start at the beginning of the buffer.

5) Write CP_RB_WPTR, to make it match the RPTR, causing the ring buffer to appear to be empty.
6) Clear the RB_RPTR_WR_ENA bit if no further writes of the RPTR are desired.

7) Write CP_CSQCNTL or CP_CSQ_MODE to set the mode back to whatever you want.

4.9 Command Stream Synchronization

In the RBBM, there is an event engine that can be used to synchronize the sending of transactions to the Register
Backbone based on status signals from its diefthe CP however has a mechanism that can directly provide the

Host with knowl edge of command status. This mechanism |
functionality.

Associated with the eight #SCRJESS Hgister aadjaiwste masksWhema t he CI
scratch register is written, the CP will subsequently write its value to a location equal to what is programmed in the

SCRATCH_ADDR register plus the number (0 to 7) of the scratch register. The writing ofahesch r egi st er &8s
value by the CP is qualified by the registerds write m

So, at the end of processing an Indirect Buffer, for example, a0 yaeket can be inserted that writes a data

pattern to SCRATCH_REG1. The driver software can i{h@lexternal location SCRATCH_ADDR+1 and when it

changes to the value that was inserted inthe-Dypepac ket , t he Dri ver wil/l Aknowo t
parsing the indirect buffer up to that point. Note that this status only indicates that thel @ ito that point, the

data still may be being used by the rest of the pipeline.
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For R5xxan interrupt is added associated with the scratch registers, which is asserted when the scratch register pair
selected is written to memory and is greater thaggoal to the pair of values written by the Driver.

The CP can receive sync pulses from the bauk of the pipeline (CBA_CP_SYNC, CBB_CP_SYNC,
CBC_CP_SYNC, and CBD_CP_SYNC). When a pulse feathis received (pulse pair), the CP will write the
targeted sratch register with the corresponding CP_RESYNC_DATA value. The targeted scratch register is
determined by the-Bit CP_RESYNC_ADDR which is a scratch register offset from the SCRATCH_ADDR base
address.

Because this function uses the SCRATCH_ADDR and SORA UMSK values, they must be initialized prior to
its use. The CP_RESYNC_ADDR and CP_RESYNC_DATA registerstalso be programmed with the target
scratch register offset and the appropriate data respectively before the pulses are received. Both the
CP_RESYNC_ADDR and CP_RESYNC_DATA values are written intdeéep FIFOs so that multiple
synchronization events can begueued in the CP.

If the sync pulses from the CB are asserted before programming the CP_RESYNC_ADDR and
CP_RESYNC_DATA, the logic will stilivork providingthat Dynamic Clocking for the CP is disabled. Receipt of

the sync pulses by the CP does not cause the clocks to be enabled to the CP, so knowledge of these pulses may not
be remembered if Dynamic Clocking is enabled. Writing the CP_RESYRORand CP_RESYNC_DATA
registerdoese nabl e the c¢clocks to the CP. The fAbusyo signal
RESYNC data in the ADDR and DATA FIFQ<eeping the clock enabled to the CP.

4.10 Starting the Indirect Streams

A write tothe CP_IB_BUFSZ register triggers the Command Processor to start fetching the command stream from
the Indirectl buffer, instead of from the Primary buffer. The CP will continue to fetch from the Indirectl buffer,
starting at the address in the CP_IB_BA®Hister, and continuing until the CP_IB_BUFSZ amount is exhausted.
Then it will switch back to the Primary stream.

A write to the CP_IB2_BUFSZ register triggers the Command Processor to start fetching the command stream from
the Indirect2 buffer, insteaaf from the Indirectl buffer. The CP will continue to fetch from the Indirect2 buffer,
starting at the address in the CP_IB2_BASE register, and continuing until the CP_IB2_BUFSZ amount is exhausted.
Then it will switch back to the Indirectl stream.

Notethat there are some important rules to follow when starting an indirect stream. Firstly, the write to the
CP_IB_BUFSZ or CP_IB2_BUFSZ register must bel#st registerwrite of a Type 0 or Type 1 packet. The very
next packet that is delivered to ther@mand Stream Interpreter is the first packet of the respective indirect buffer.
The second rule is that the respective CP_IB_BASE or CP_IB2_BASE register must have been setup with the
proper value before the appropriate CP_IB_BUFSZ or CP_IB_BUFSZ reigistetten.

In PIO mode, the BUFSZ register still needs to be written with the size of the indirect buffer. Care must be taken to
write this register before the command queue fills in the CP.
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4.11 Writing Host Data to the Command Stream Queue

Either or all ofthe Primary, Indirectl and Indirect2 streams can be delivered to the Command Processor via host
programmed writes to the Graphics Controller device. There is a range of rep@teraddresses assigned to each

of the three streams, that is, one aperorehe Primary Stream, one for the Indirectl Stream, and one for the
Indirect2 Stream. The act of writing to a location in the aperture causes that data to be enqueued to the Command
Stream Queue. Note that the actual address of the written datariséqaential; the data will be enqueued into the
Command Stream Queue in thieler in which it was received from the host.

Note that each of the three streams can be in one of three delivery modes, resulting in nine possible combinations.
The three modesare:

1) OFF: The stream is disabled.

2) PUSH: The host is writing the stream data to the Command Processor. (also known as Programmed
I/0, or PIO mode)

3) PULL: The Command Processor is actively fetching the command stream from memory. (also known
as Bus Master, dM mode)

Note that the BUFSZ register must be written to initiaf
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4.12 Writing to the MicroEngine RAM

In order to change a location in the MicroEngine RAM, first load the CP_ME_RAM_ADDR Register with the
address oftte RAM into which data is to be written. Next, the host performs two writes; the first must be to the
CP_ME_RAM_DATAH port, and the second to the CP_ME_RAM_DATAL port. Internally, the Command
Processor maintains a-®@t holding registers which concatdesa the lower $its of the DATAH value to the top of
the 32bit DATAL value, and at the end of the write of the DATAL value, thebitG/alue is written to the RAM at

the location specified by the RAM Address Register. The RAM Address Register is thémcaemented to point

to the next location in the RAM. This process of writing two data values may be repeated to write to successive
RAM locations without rdoading the RAM Address Register.

4.13 Reading from the MicroEngine RAM

In order to read a locatidn the MicroEngine RAM, first load the CP_ME_RAM_RADDR Register with the

address of the RAM from which data is to be read. This write triggers the Command Processor to rebi the 40
data value at that RAM location and transfer it to an interndditidolding register. Also, the RAM Address

Register is autincremented to point to the next location in the RAM. Next, the host performs two read cycles, the
first from the DATAH port, and the second from the DATAL port. At the end of the DATAL cycledke

location of the RAM is transferred to the-B@ holding register, and the RAM Address Register is again auto
incremented. This process of reading two values may be repeated to read from successive RAM locations without
re-loading the RAM Address Rygster.
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4.14 Starting a DMA Operation
There are two methods to initiate a DMA operatidbescriptor Tables or Direct Descriptor Entry Register Writes.

To program a DMA operation via Descriptor Tables, the programmer has to build the table in the framediuffer f

being sure to mark the | ast entry of the | ist as AEnd
the descriptor table into the Descriptor Table Address Queue (DTAQ) through the xxx DMA_TABLE_ADDR port.

The action of writing th first starting address into the DTAQ will trigger the DMA operation.

The type of transfer operation depends on the DMA_COMMAND DWORD in the Descriptor. It controls such
variables as: the length of the transfer, whether the Source/Destination addeegs@seamoryspace or register
space, whether the Source/Destination addressesnmugonent with each transfer, and whether an interrupt is
generated when the entire Descriptor Table has been processed.

The second methodDirect Descriptor Entry Regist&Vritesi involves writing the three DMA Entry registers.
Three registers are provided for each of the DMA engines (CP_XXX_SRC_ADDR, CP_XXX_DST_ADDR,

CP_XXX_COMMAND). The contents of these registers have the same fields as the SRC_ADDR, DST_ADDR, and
COMMAND DWORDs of the descriptor table entry. Except that the EOL is-badéd TRUE in the COMMAND
DWORD. Writing to the CP_XXX_COMMAND register initiates a DMA operation using the descriptor described

in all three registers. A table of descriptors can bé froim multiple Type0O packets each containing the SRC,

DST, and COMMAND data.
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5. PM4
5.1 Packet Types

When programming in the PM4 mode, we do not need to write directly to registers to carry out drawing operations
on the screen. Instead, what we need to do fgdpare data in the format of PNMémmand Packeta the system
memory, and let the hardware (Microengine) to do the rest of the job.

Four types of PM4 command packets are currently defined. They are types 0, 1, 2 and 3 as shown in the following
figure. A PM4 command packet consists giacket headeridentified by field HEADER, and ainformation body
identified by IT_BODY, that follows the header. The packet header defines the operations to be carried out by the
PM4 micreengine, and the informatidiody contains the data to be used by the engine in carrying out the
operation. In the following, we use brackets [.] to denote-biBfeld (referred to as DWORD) in a packet, and

braces {.} to denote a sizgrying field that may consist of a numbemORDs. If a DWORD is shared by more
than one field, the fields are separated by 6] 6. The f|
the field that appears on the far right takes the least significant bits. For example, DWMORBORD |

LO_WORD] denotes that HI_WORD is defined on bits3ll§ and LO_WORD on bits-05. A Gstyle notation of
referencing an element of a structure is used to refer to a subfield of a main field. For example,
MAIN_FIELD.SUBFIELD refers to the subfielBUBFIELD of MAIN_FIELD.

Type-0 packet

— CEEEEEEEEEEEN R
Bit position 1009876 54321009876543210287¢549334°
Packet header 00 COUNT a BASE_INDEX
REG_DATA 1
REG_DATA 2
IT_BODY
REG_DATA_n

Type-1 packet

—— 222222 2 2 U U 411
Bit position 10/ 98 7165143 210098765 4321028994344 °
Packet header 01 Reserved REG_INDEX2 REG_INDEX1
REG_DATA_1
IT_BODY
REG_DATA_2
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Type-2 packet

... 32222 2 2 2 2 2 2 Uy 4111 T
Bit position 100/ 9/ 8| 7/ 6| 5/ 4/ 3/ 2/ 1] 0] o 8| 7| 6| 5/ 4/ 3/ 2{ 1] 0| *| & 7| € O 4 F Y °
Packet header 10 Reserved
Type-3 packet
— 32222222 2 2 2 Y U a1t
Bit position 10/ 9l 8| 7/ 6| 5| 4/ 3/ 2/ 1] 0| 9| 8| 7| 6| 5| 4/ 3 2| 1] 0] °| & 7| ¢ 9 4 33 Y ©
Packet header 11 COUNT IT_OPCODE Reserved
DATA 1
DATA 2
IT_BODY
Data n

5.1.1 Type0 Packet

Functionality

Write N DWORDs in the information body to tid¢consecutive registers, or to the register, pointed to by the
BASE_INDEX field of the packet header.

Format
Ordinal Field Name
1 [ HEADER ]
2 [REG_DATA 1]
3 [REG_DATA 2]
N+1 [REG_DATA N]

Header Fields

Bit(s) Field Name Description

12:0 BASE_INDEX The BASE_INDEX[12:0] correspond to byte address bits [14:2]. So the
BASE_INDEX is the DWORD Memorynapped address.
The BASE_INDEX field width supports up to DWORD address: OX7FFF.

14:13 Reserved Reserved for future expansion of address space.

15 ONE_REG_WR | 0:- Write the data to N consecutive registers.

1:- Write all thedata to the same register.

29:16 COUNT Count of DWORD:s in the information body. Its value should bk iNthere
are N DWORD:s in the information body.

31:30 TYPE Packet identifier. It should be zero.

Note:Sy mb edl

réezads

Information Bo dy

Adef i

ned

as. o
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Bit(s) Field Name Description

31:0 REG_DATA _x | The bits correspond to those defined for the relevant register. Note the sy
of REG_DATA_x stands for an integer ranging from 1 to N.

Comment

The use of this packet requires the complete undeisoéithe registers to be written.
5.1.2 Typel Packet

Functionality

Write REG_DATA 1 and REG_DATA 2 in the information body respectively to the registers pointed to by
REG_INDEX1 and REG_INDEX2. Note that this packet cannot address the entire address spamriimended
that Type O packets be used instead.

Format
Ordinal Field Name
1 [ HEADER ]
2 [REG_DATA 1]
3 [REG_DATA 2]

Header fields

Bit(s) Field Name Description

10:0 REG_INDEX1 [ The field points to a memomnapped register that REG_DATA 1 is tieh to.

21:11 REG_INDEX2 | The field points to a memomapped register that REG_DATA 2 is written to.

29:22 Reserved

31:30 TYPE Packet identifier. It should be 1 (one).

Information Body

Bit(s) Field Name Description

31:0 REG_DATA_x | The bits correspnd to those defined for the relevant register.

5.1.3 Type2 Packet
Functionality
This is a filler packet. It has only the header, and its content is not important except for bits 30 and 31. It is used to

fill up the trailing space left when the allocated leuffor a packet, or packets, is not fully filled. This allows the
microengine to skip the trailing space and to fetch the next packet.

Format
Ordinal Field Name
1 [ HEADER ]

Header fields

Bit(s) Field Name Description

29:0 reserved
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[ 31:30 |

TYPE

| Packetidentifier. It should be 2.

5.1.4 Type3 Packet

Functionality

Carry out the operation indicated by field IT_OPCODE.

Format
Ordinal Field Name
1 [ HEADER ]
2 {IT_BODY}
Header fields
Bit(s) Field Name Description
7:0 Reserved This field is undefined, anid set to zero by default.
15:8 IT_ OPCODE Operation to be carried out. See section B.2 for details.
29:16 COUNT Number of DWORDsL1 in the information body. It is M if the information body
contains N DWORDs.
31:30 TYPE Packet identifier. It should k&
Information Body

The information body IT_BODY will be described extensively in the following section.
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5.2  Definition of Type-3 packets

Type-3 packets has a common format in their headers. However, the size of their information body may vary
depending onhte value of field IT_OPCODE. The size of the information body is indicated by field COUNT. If the
size of the information isl DWORDSs, the value of COUNT i-1. In the following packet definitions, we will
describe the field IT_BODY for each packet wigspect to a given IT_OPCODE, and omit the header. The MSB
of the IT_OPCODE identifies whether this packet requires the GUI_CONTROL field (described later). A 1 in the
MSB of the IT_OPCODE indicates that GUI control is required. A 0 in the MSB of tf@RTODE indicates that

the GUI_CONTROL should be omitted.
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5.2.1 Summary of packets

Packet Name IT OPCODE | Description

NOP 0x10 Skip N DWORDs to get to the next packet.

PAINT 0x91 Paint a number of rectangles with a colour brush.

BITBLT 0x92 Copy a sourceectangle to a destination rectangle.

HOSTDATA BLT 0x94 Draw a string of large characters on the screen, or cop,
number of bitmaps to the video memory.

POLYLINE 0x95 Draw a polyline (lines connected with their ends).

POLYSCANLINES 0x98 Draw polyscarihes or scanlines.

NEXTCHAR 0x19 Print a character at a given screen location using the
default foreground and background colours.

PAINT_MULTI Ox9A Paint a number of rectangles on the screen with one
colour. The difference between this function and PRIB
the representation of parameters.

BITBLT_MULTI 0x9B Copy a number of source rectangles to destination
rectangles of the screen respectively.

TRANS BITBLT 0x9C 2D transparent bitblt operation.

PLY NEXTSCAN 0x1D Draw polyscanlines using current segfs.

SET_SCISSORS Ox1E Set up scissors.

PRED EXEC 0x20 Predicated execute wrapper for a sequence of packets

COND_EXEC 0x21 Conditional execute wrapper for a sequence of packets

WAIT_SEMAPHORE 0x22 Wait in the CP micreengine for semaphore to be zero

WAIT_MEM 0x23 Wait in the CP micreengine for GPlhccessible memory
semaphore to be zero

3D _DRAW_ VBUF 0x28 Draw primitives using vertex buffer

3D _DRAW_IMMD 0x29 Draw primitives using immediate vertices in this packet

3D_DRAW_INDX Ox2A Draw primitives usg vertex buffer and indices in this
packet

LOAD PALETTE 0x2C Load a palette for 2D scaling.

3D _LOAD_VBPNTR Ox2F Load pointers to vertex buffers

INDX_BUFFER 0x33 Load Indices Using Indirect Buffer #2

3D_DRAW_VBUF_2 0x34 Same as 3D_DRAW_VBUF, but withb
VAP _VTX_FMT

3D_DRAW_IMMD_2 0x35 Same as 3D_DRAW_IMMD, but without
VAP _VTX_FMT

3D_DRAW_INDX_2 0x36 Same as 3D_DRAW_INDX, but without
VAP _VTX_FMT

3D _CLEAR_HIZ 0x37 Clear portion of the Hierarchal Z RAM

3D_DRAW 128 0x39 Draw packet to write to 12Bit VAP data port.

MPEG_INDEX 0x3A MPEG Packet Registers and Index Generation

5.2.2 2D Packets

The information body IT_BODY of-D packets may have the following format:

Ordinal Field Name
1 {SETTINGS}
2 {DATA_BLOCK}
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SETTINGS
This field consists of 2 subfiedd GUI_ CONTROL and SETUP_BODY.

Ordinal Field Name

1 [GUI CONTROL ]

2 {SETUP_BODY}

1 SETTINGS.GUI_CONTROL

This field will be used to setup the register DP_GUI_MASTER_CNTL, and it also decides the content of
SETTINGS.SETUP_BODY

Bit(s)

Field Name

Description

Status

0

SRC_PITCH_OFF

The bit controls the pitch and offset of the blitting source.

0:- Use the default pitch and offset, and no datum
[SRC_PITCH_OFFSET] is supplied in SETUP_BODY.

1:- Use the datum [SRC_PITCH_OFFSET] supplied in SETUP_BOD
to setup a new pitch offset.

DST_PITCH_OFF

The bit controls the pitch and offset of the blitting destination.

0:- Use the default pitch and offset, and no datum
[DST_PITCH_OFFSET] is supplied in SETUP_BODY.

1:- Use the datum [DST_PITCH_OFFSET] supplieETUP_BODY.
The pitch may mean the bitmap pitch and the offset may points the 0
screen area of the video memory.

SRC_CLIPPING

This bit controls the clipping parameters of the blitting source.

0:- Use the default clipping parameters, and no relesigoping data
supplied in SETUP_BODY.

1:- Use datum [SRC_SC_BOT_RITE] supplied in SETUP_BODY to
up the bottom and right edges of the clipping rectangle.

DST_CLIPPING

This bit controls the clipping parameters of the blitting destination.
0:- Use the default clipping parameters, and no relevant clipping data
supplied in SETUP_BODY.

1:- Use data [SC_TOP_LEFT] and [SC_BOTTOM_RIGHT] supplied
SETUP_BODY to set up a new clipping rectangle.

74

BRUSH_TYPE

Types of brush used in drawing. The typeeadetermines how to supply
data to the subfield BRUSH_PACKET in SETUP_BODY. See detailg
definition of BRUSH_TYPE in the following.

11:8

DST_TYPE
{Not Used by uCode}

The pixel type of the destination.
0--1 - (reserved)

- 8 bpp pseudocolor

- 16 bp aRGB 1555

- 16 bpp RGB 565

- reserved

- 32 bpp aRGB 8888

- 8 bpp RGB 332

- Y8 greyscale

- RGB8 greyscale (8 bit intensity, duplicated for all 3 channels. Grg
channel is used on writes)

10 = (reserved)

11 = YUV 422 packed (VYUY)
12:- YUV 422 packed (YVYU)

© 00 ~NO Ol WN

13 = (reserved)

7 through 15
not supported in
3D pipe
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14 - aYUV 444 (8:8:8:8)

15 :aRGB4444 (intermediate format only. Not understood by the
Display Controller)

Note: choices 715 only valid in 3D mode.

13:12 | SRC_TYPE The field indicates the pixel type of blitting source.
{Not Used by uCode} | 0:- The source data type is mono opaque, and the dokbackground
colours need to be redefined.
1:- The source data type is mono transparent, and only the foregroun
colour needs tbe redefined.
2:- Reserved.
3:- The source pixel type is the same as that given in field DST_TYP
If bit 27 (SRC_TYPE) is one then the following new sources are
available:
4:- 4bpp source clut translation (May not be supported, value reserve
5:- 8bpp ®urce clut translation
6:- 32 bpp source clut translation (gamma correction)
7:- 64 bpp Obuffer blit
14 | PIX_ORDER The bit decides the order of bits (or pixels) in DWORD to be consum
{Not Used by uCode} | Only applicable to the monochrome mode.
0 - Bitsto be consumed from the Most Significant Bit (MSB) to the L¢
Significant Bit (LSB).
1 - Bits to be consumed from LSB to MSB.
15 COLOR_CONVT Reserved Not supported
{Not Used by uCode} in 2D pipe
23:16 | WIN31_ROP This field tells he GUI engine how the raster operation to be carried ¢
{Not Used by uCode} | The code of this field follows the ROP3 code defined by Microsoft. §
WIN31 DDK for reference.
26:24 | SRC_LOAD The field indicates where the source data come from.
{Not Used by uCode} | 0,1 - Resrved
2 - loaded from the video memory (rectangular trajectory)
3 - loaded through the HOSTDATA registers (linear trajectory)
4 - loaded through the HOSTDATA registers (linear trajectory & byte
aligned)
Note that during 3D/Scale Operations (whenever
SCALE_3D_FCN@MISC_3D_STATE_REG is namero), this field is
ignored and data is always loaded from the 3D/Scaler pipeline.
27 SRC_TYPE Third bit of SRC_TYPE Compatible 128
{Not Used by uCode} code must write
zero to this
register.
28 GMC_CLR_CMP_FCN|] 0 - No change to CLR_CMP_FCN_SRC and CLR_CMP_FCN_DST| TBD
_DIS 1 - clear CLR_CMP_FCN_DST and CLR_CMP_FCN_SRCt0 0
{Not Used by uCode}
29 Reserved Reserved Reserved
{Not Used by uCode}
30 | GMC_WR_MSK_DIS | 0 - No Change to DP_WR_MSK/CLR_CMP_MSK
{Not Used by uCode} | 1 :-Set DP. WR _MSK/CLR_CMP_MSK to Oxffffffff
© 2008 Advanced Micro Devices, Inc.
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31 BRUSH_FLAG This field indicates whether there is a field BRUSH_Y_X field in the
SETTINGS.SETUP_BODY.

0:- No such a field in SETTINGS.SETUP_BODY.

1:- There is a field in SETTINGS.SETUP_BODY.

1 SETTINGS.SETUP_BODY

This field may contain the following subfields. Their presence depends on therbits O
SETTINGS.GUI_CONTROL

Ordinal Field Name Description
1 [SRC_PITCH_OFFSET] | Bit 30: Select between untiled(0) and tiled (1)
Bit 31: select between no micratig(0) and microtiling(1)

Bits 29:22  Pitch in units of 64 bytes, 64 to 16384 bytes acro|
bits 21:00ffset in units of 1KB, 0 to 4GHAK

2 [DST_PITCH_OFFSET] | Bit 30: Select between untiled(0) and tiled (1)

Bit 31: select between no microtiling(0) and naitiing(1)
Bits 29:22  Pitch in units of 64 bytes, 64 to 16384 bytes acro
bits 21:0 Offset in units of 1KB, 0 to 4GAK

3 [SRC_SC_BOT_RITE] [ The parameters are used to setup the clipping area of the sou
The implied coordinates of the tdgft corner éthe clipping
rectangle is the same as the source.

[13:0] - x-coordinate of the right edge of the clipping rectanglg
number of pixels).

[29:16] - y-coordinate of the bottom edge of the clipping
rectangle (in number of scanlines).

4 [SC_TOP_LEFT] The parameters are used to setup the clipping area of destina
[SC_BOT_RITE] SC_TOP_LEFT:

[13:0] - x-coordinate of the left edge of the clipping rectangle
number of pixels).

[29:16] - y-coordinate of the top edge of the clipping rectangle
number of scanlines).

SC_BOT_RITE:

[13:0] - x-coordinate of the right edge of the clipping rectanglg
number of pixels).

[29:16] - y-coordinate of the bottom edge of the clipping
rectangle (in number of scanlines).

5 {BRUSH_PACKET } The content of tis field is determined by field
SETTINGS.GUI_CONTROL.BRUSH_TYPESee the following
table for the possible content.

6 [BRUSH_Y_X] [4:0] :- x-coordinate for brush alignment.

[12:8] :- y-coordinate for brush alignment.

[20:16] = Initial value used for BRUSHX pointer in drawing
Lines. When POLY_LINE iff, it is reloaded from BRUSH_X
at the end of the line. When POLY_LINEas, it is reloaded
from the current Brush pointer at the end of the line. Whenevd
BRUSH_X is updated, the field should be writteithvthe same
value.

1 SETTINGS.SETUP_BODY.BRUSH_PACKET
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Note that all but 6 and 7 are not available for lines, and 6 and 7 are only usable for lines.

BRUSH_TYPE | Description of the brush Packet size Packet content
0 A 8 x 8 mono pattern with the foreground | 4 DWORDs [BKGRD_COLOR]
and background colours specified in the [FRGRD_COLOR]
packet. Here the matrix is represented in tf [MONO_BMP_1]
formatcolumnby-row. [MONO_BMP_2]
1 A 8 x 8 mono pattern with the foreground | 3 DWORDs [FRGRD_COLOR]
colour specified in the packet and the [MONO_BMP_1]
background colour the same as that of the [MONO_BMP_2]
area to be painted.
2 Reserved not applicable
3 Reserved not applicable
4 Reserved not applicable
5 Reserved not applicable
6 A 32 x 1 mono pattern with tHereground | 3 DWORDs [BKGRD_COLOR]
and background colours specified in the [FRGRD_COLOR]
packet. This pattern corresponds to the PH [MONO_BMP_1]
of Win95 DDK. And is only usable for lines
7 A 32x1 mono pattern with the foreground | 2 DWORDs [FRGRD_COLOR]
colour specified in thpacket and the [MONO_BMP_1]
background colour the same as that of the
area to be painted. This is PEN as well. An
is only usable for lines.
8 Removed, see 32x32 in 3D pipe not applicable
9 Removed, see 32x32 in 3D pipe not appli@able
10 A 8x8 colour pattern. The pixel type is give| 16* N DWORDs, | [COLOR_BMP_1]
by field where N stands | [COLOR_BMP_2]
SETTINGS.GUI_CONTROL. for the number of | ...
DST_TYPE. bytes per pixel [COLOR_BMP_16*N]
with exception
that a 24BPP
pixel is still
represented by 4
bytes.
11 Reserved not applicable
12 Reserved not applicable
13 Use the colour specified in the packet as tif 1 DWORD [FRGRD_COLOR]
solid (plain) colour for the brush, i.e. a colg
brush without pattern.
14 Use the colour specified the packet as the| 1 DWORD [FRGRD_COLOR]
solid (plain) colour for the brush, i.e. a colg
brush without pattern.
15 No brush used. 0
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Brush packet content
Field Name Description

[FRGRD_COLOR]

The foreground colour of the text in the RGBQUAD format.
bits [7:0] = intensity of Blue;

bits [15:8] = intensity of Green; and

bits [23:16] : intensity of Red.

bits [31:25] : reserved.

[BKGRD_COLOR]

The background colour of the text in the RGBQUAD format.
bits [7:0] - intensity of Blue;

bits [15:8] : intensity of Green; and

bits [23:16] : intensity of Red.

bits [31:25] : reserved.

[MONO_BMP_x]

Raster data of monochrome pixels. One bit represents one pixel. If the
number of pixels for the field is less than 32, the pixels take the lower b
Theremaihng bits should be filled w

[COLOR BMP _x]

Raster data of colour pixels. The representation depends on the pixel ty

DATA_BLOCK

The composition of this field depends on the operation EDdBPCODEgiven in the header. Section B.2 gives

detailsof DATA_BLOCHKuith respect tdT_OPCODE In the following, the fiel SETTINGSmay appear in the

definition of a packet, but will not be described further.

5.2.2.1 NOP

Functionality

Skip a number of DWORDs to get to the next packet.

Format
Ordinal Field Name
1 [ HEADER ]
2 {DATA BLOCK}
DATA_BLOCK

This field may consist of a number of DWORDSs, and the content may be anything.

5.2.2.2 PAINT
Functionality

Paint a number of rectangles with a colour brush.

Format
Ordinal Field Name
1 [ HEADER ]
2 {SETTINGS}
3 {DATA B LOCK}
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DATA_BLOCK
Ordinal Field Name Description
1 [TOP_1 | LEFT_1] | The coordinates of the tdpft corner of the 1st rectangle to be painted.

LEFT_1: [15:0]: x-coordinate, ranging fror8192 to 8191. Bits 14 and 15
should be copies of bit 13.
TOP_1: B1:16]= y-coordinate, ranging fror8192 to 8191. Bits 30 and 31
should be copies of bit 29.

2 [BOTM_1| RITE_1] | The coordinates of the botteright corner of the 1st rectangle to be paints
RITE_1: [15:0]: x-coordinate, ranging fron8192 to 8191. B 14 and 15
should be copies of bit 13.

BOTM_1: [31:16]: y-coordinate, ranging fror8192 to 8191. Bits 30 and
31 should be copies of bit 29.

2nl [TOP_n| LEFT_n] The coordinates of the tdpft corner of the #ih rectangle to be painted.

2n [BOTM_n| RITE_n] | The coordinates of the botteright corner of the #h rectangle to be
painted.

5.2.2.3 HOSTDATA BLT
Functionality

Copy a number of bipacked bitmaps to the video memory. It can be used to print a string of large characters on the
screen. In othewords, the function supports the LARGEBITGLYPH structure of Windows95 DDK.

Format
Ordinal Field Name
1 [ HEADER ]
2 {SETTINGS}
3 {DATA_BLOCK}
DATA_BLOCK
Ordinal Field Name Description
1 [FRGD_COLOUR] | Foreground colour in the RGBQUAD format. Formoeto colour expansior

only. The field is ineffective if field SRC_TYPE at
SETTINGS.GUI_CONTROL is set to a type other than mono opaque o
mono transparent (0 or 1).

2 [BKGD_COLOUR] Background colour in the RGBQUAD format. For metoocolour
expansion oly. The field is ineffective if field SRC_TYPE at
SETTINGS.GUI_CONTROL is set to a type other than mono opaque o
mono transparent (0 or 1).

3 {BIGCHAR 1} Data block of the 1st character.

m+2 {BIGCHAR _m} Data block of the nth character.

1 DATA_BLOCK.BIGCHAR_x

Ordinal Field Name Description

1 [BaseY | BaseX] The coordinate ofthetedpe ft corner of the ch
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BaseX: [15:0] : x-coordinate.
BaseY: [31:16]- y-coordinate.

[HEIGHT | WIDTH]

The geometry of the bitmap.
WIDTH: [15:0] :- width of the bitmap.
HEIGHT: [31:16] = height of the bitmap.

[ NUMBER[13:0] ]

The number of DWORDs in the bitmap. It shouldnb& this case. The ma]
value is Ox3FFF.

4

[RASTER 1]

The 1st DWORD of the mono bitmap data.

m+3

[RASTER m]

The mth DWORD of the mono bitmap data.

5.2.2.4 POLYLINE

Functionality

Draw a polyline specified by a set of coordinaes, Y,) . (X, ¥,). .. (X,, ¥,), where coordinatéX,, ¥,) is the

beginning of the polyline, and coordinaf, , Y, ) is the end.

Format
Ordinal Field Name
1 [ HEADER ]
2 {SETTINGS}
3 {DATA BLOCK}
DATA BLOCK
Ordinal Field Name Description
1 [YO | XO] The starting coordinate of the polyline.
X0: [15:0] - x-component of the coordinaté0: [31:16]- y-component.
2 [Y1] X1] The 2nd coordinate of the polyline. Definition of bits is the same as ab0g
n+1 [Yn | Xn] The ending coordinate of the polyline. Definition of bits is the same as
above.

5.2.2.5 POLYSCANLINES

Functionality

Draw a number of smlines and polyscanlines. The number can be one. The difference between a scanline and a

polyscanline is that a scanline has only one startingatdinate and one endingcwordinate while a polyscanline
has a number of startirgnding xcoordinate pairs

Format
Ordinal Field Name
1 [ HEADER ]
2 {SETTINGS}
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3 | {DATA BLOCK}
DATA_BLOCK
Ordinal Field Name Description
1 [SCAN_COUNT] The number of scan subpackets identified by SCAN_x, where x denote
ordinal number of a SCAN subpacket.
2 {SCAN_1} The 1st scanline/polyscanline.
n+1 {SCAN n} The nth scanline/polyscanline.

1 DATA_BLOCK.SCAN_X

Ordinal Field Name Description
1 [ NUM_LINE[13:0]] | The number of line segments in a polyscanline. Maximum is Ox3fff.
2 [HEIGHT | TOP ] TOP: [15:0]:- y-coordinate of the polyscanline.
HEIGHT: [31:16] : The thickness of the line measured in pixels.
3 [END_1 | START_1]| START_1: [15:0] : the starting xcoordinate of the 1st line segment.
END_1:[31:16]: the ending xcoordinate of the 1st line segmie
n+2 [END_n |START_n] | START_n: [15:0] : the starting xcoordinate of theth line segment.

END_n: [31:16]: the ending »xcoordinate of the4th line segment.

5.2.2.6 NEXTCHAR

Functionality

Print a character at a given screen location using the tdé&faedjround and background colours.

Format
Ordinal Field Name
1 [ HEADER ]
2 {DATA_BLOCK}
DATA_BLOCK
Ordinal Field Name Description
1 [DST_Y | DST_X] The coordinates of the tdpft corner of the destination bitmap.
DST_X: [15:0]= x-coordinate, anging from-8192 to 8191. Bits 14 and 15
should be copies of bit 13.
DST_Y: [31:16]: y-coordinate, ranging fror8192 to 8191. Bits 30 and 3]
should be copies of bit 29.
2 [DST_H | DST_W] | The width and height of the destination bitmap, expressed ignets
integers.
DST_W: [15:0]: width. DST_H [31:16}: height.
3 [BITMAP_DATA 1] | The 1st DWORD of the bitmap data.
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N+2 | [BITMAP DATA n] | The nth DWORD of the bitmap data.

5.2.2.7 PAINT_MULTI
Functionality

Paint a number of rectangles on the screen avithcolour. The colour used is specified in field SETTINGS while
the location and geometry of the rectangles are specified in field DATA_BLOCK.

Format
Ordinal Field Name
1 [ HEADER ]
2 {SETTINGS}
3 {DATA BLOCK}
DATA BLOCK
Ordinal Field Name Description
1 [DST_X1 | DST_Y1] | The coordinates of the tdpft corner of the 1st rectangle.

DST_Y1: [15:0]: y-coordinate, ranging fror8192 to 8191. Bits 14 and 11
should be copies of bit 13.

DST_X1: [31:16]: x-coordinate, ranging fror8192 to 8191. Bits@and
31 should be copies of bit 29.

2 [DST_W1 | DST_H1]| The width and height of the 1st rectangle, expressed in unsigned intege
DST_H1: [15:0]: height.
DST_W1.: [31:16}: width.

2nl [DST_Xn | DST_Yn] | The coordinates of the tdpft cornerof the nth rectangle.
DST_Yn: [15:0]: y-coordinate, ranging fror8192 to 8191. Bits 14 and 11
should be copies of bit 13.

DST_Xn: [31:16]: x-coordinate, ranging fror8192 to 8191. Bits 30 and
31 should be copies of bit 29.

2n [DST_Wn | DST_Hn]| The width and height of the-th rectangle, expressed in unsigned integer
DST_Hn: [15:0]: height.
DST Whn: [31:16]: width.

5.2.2.8 BITBLT
Functionality

Copy a source rectangle to a destination rectangle of the screen. It is assumed that the geometryirdtiba dest
identical to its source.

Format

Ordinal Field Name

1 [ HEADER ]

2 {SETTINGS}
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3 | {DATA BLOCK} |
DATA_BLOCK
Ordinal Field Name Description

1 [SRC_X1 | SRC_Y1]| The coordinates of the tdpft corner of the 1st source bitmap.
SRC_Y1: [15:0} y-coordinate, ranging fror8192 to 8191. Bits 14 and 1§
should be copies of bit 13.
SRC_X1: [31:16F x-coordinate, ranging fror8192 to 8191. Bits 30 and
31 should be copies of bit 29.

2 [DST_X1 | DST_Y1] | The coordinates of the tdpft corner of thelst destination.
The definition of bits is the same as SRC_X1 and SRC_Y1.

3 [SRC_W1| SRC_H1]| The width and height of the 1st source bitmap, expressed in unsigned
integers.
SRC_H1: [13:0F height.
SRC_W1: [29:16}: width.

5.2.2.9 BITBLT_MULTI
Functionality

Copy a number of source rectangles to destination rectangles of the screen respectively. It is assumed that the
geometry of the destination is identical to its source.

Format
Ordinal Field Name
1 [ HEADER ]
2 {SETTINGS}
3 {DATA_BLOCK}
DATA_BLOCK
Ordinal Field Name Description
1 [SRC X1 | SRC_Y1] | The coordinates of the tdpft corner of the 1st source bitmap.
SRC_Y1: [15:0}: y-coordinate, ranging fror8192 to 8191. Bits 14 and 1§
should be copies of bit 13.
SRC_X1: [31:16F x-coordinate, ranginffom -8192 to 8191. Bits 30 and
31 should be copies of bit 29.
2 [DST_X1 | DST_Y1]| The coordinates of the tdpft corner of the 1st destination.
The definition of bits is the same as SRC_ X1 and SRC_Y1.
3 [SRC_W1| SRC_H1]| The width and height of the tlsource bitmap, expressed in unsigned
integers.
SRC_H1: [13:0F height.
SRC_W1: [29:16F width.
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3nl

[SRC_Xn | SRC_Yn]

The coordinates of the tdpft corner of the fih source bitmap.

SRC_Yn: [15:0}: y-coordinate, ranging fror8192 to 8191Bits 14 and 15
should be copies of bit 13.

SRC_Xn: [31:16F x-coordinate, ranging fror8192 to 8191. Bits 30 and
31 should be copies of bit 29.

3an2

[DST_Xn | DST_VYn]

The coordinates of the tdpft corner of the fth destination.
The definition of hiis is the same as SRC_Xn and SRC_Yn.

3n

[SRC_Wn| SRC_Hn]

The width and height of theth source bitmap, expressed in unsigned
integers.

SRC_Hn: [13:0F height.

SRC_Whn: [29:16} width.

5.2.2.10 TRANS_BITBLT

Functionality

Copy pixels from the source rectangethe destination with transparency.

Format
Ordinal Field Name

1 [ HEADER ]

2 {SETTINGS}

3 {DATA BLOCK}

DATA_BLOCK
Ordinal Field Name Description

1 [CLR_CMP_ CNTL] | This field decides how the transparent blitting is done. See following for
details.

2 [SRC_REF_CLR] Source reference colour in the RGBQUAD format. This is the colour to
stripped off from the source.

3 [DST_REF_CLR] Destination reference colour in the RGBQUAD format. This is the colod
be preserved at the destination.

4 [SRC_X1 |SRC_Y1] | The coordinates of the tdpft corner of the 1st source bitmap.
SRC_Y1: [15:0}: y-coordinate, ranging fror8192 to 8191. Bits 14 and 1§
should be copies of bit 13.
SRC_X1:[31:16} x-coordinate, ranging fror8192 to 8191. Bits 30 and
31 shoutl be copies of bit 29.

5 [DST_X1 | DST_Y1]| The coordinates of the tdpft corner of the 1st destination.
The definition of bits is the same as SRC_X1 and SRC_Y1.

6 [SRC_W1| SRC_H1]| The width and height of the 1st source bitmap, expressed in unsigned
integers.
SRC_H1: [13:0F height.
SRC_W1:[29:16} width.

1 DATA_BLOCK.CLR_CMP_CNTL

This field controls how the source pixels are written to the destination, depending on the source and destination

reference colours and comparison settings. The soutekspnay be filtered against the source reference colour,
and the destination pixels with a specific colour may be preserved according to field CLR_CMP_DST.

Bit(s)

Bit-Field Name

Description

2:0

CLR_CMP_SRC

Strip off the source reference colour from therse pixels.
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0 - Do not strip off source pixels. All source pixels are written to the destinatio
1 - Block the blitting source. No source pixel is written to the destination.

2, 3 - reserved.

4 - The source pixels whose colour is equal to the ratereolour are written to th
destination.

5 - The source pixels whose colour is NOT equal to the reference colour are W
to the destination.

6 - Reserved.

7 - The source pixels whose colour is equal to the reference colour will be XO
with the oreground colour of a mono bitmap, and then written to the destinatio
That is, destPixel = srcPixel XOR foregrndColor if srcPixel is equal to the
foreground colour of a mono bitmap, specifically text. This is referred to as flip
sometimes.

7:3 Reseved

10:8 | CLR_CMP_DST Preserve pixels at the destination.
0 - Do not preserve the destination pixels. All pixels from the source are writte
the destination.
1 - Preserve all the destination pixels. No source pixel is written to the destina
2, 3:- Reserved.
4 - The destination pixels whose colour is equal to the reference colour are
preserved. No source pixel is written on top of the pixels.
5 - The destination pixels whose colour is NOT equal to the reference colour §
preserved.
6, 7 - Re®rved.

23:11 | Reserved

25:24 | CMP_ENABLE The bits controls what type of operation to be carried out.
0 - Enable function CLR_CMP_DST.
1 - Enable function CLR_CMP_SRC
2 - Enable both CLR_CMP_SRC and CLR_CMP_DST. The final decision is b
on the agreeent between decisions made separately.
3 - Reserved.

31:26 | Reserved

5.2.2.11 PLY_NEXTSCAN

Functionality

Draw a number of scanlines or polyscanlines using the current settings.

Format
Ordinal Field Name Description

1 [HEADER] The packet header

2 [HEIGHT | TOP ] TOP: [15:0] : y-coordinate of the scanline/polyscanline.
HEIGHT: [31:16] + The thickness of the line measured in pixels.

3 [END_1 | START_1]| START_1:[15:0] : the starting xcoordinate of the 1st dash.
END_1: [31:16]: the ending xcoordinate oftie 1st dash.

n+2 [END_n |START_n] | START_n: [15:0] : the starting xcoordinate of the 1st dash.

END_n: [31:16]: the ending xcoordinate of the 1st dash.
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5.2.2.12 LOAD_PALETTE
Functionality

Set up the 3D engine scaler and load a palette for a consequscaliyy operation.

Format
Ordinal Field Name Description

1 [HEADER] The packet header

2 [SCALE_DATATYPE ] | 1:- The palette has 16 entries (4 bpp palette).
2:- The palette has 256 entries (8 bpp palette).

3 [ COLOR_1] The F'entry of the palette.
Datai s in destination format (i

4 [ COLOR_2] The 2 entry of the palette. Bits are defined as above.

n+2 [ COLOR_n] The nth entry of the palette. n = 16 (4bpp) or 256 (8bpp)

5.2.2.13 SET_SCISSORS
Functionality

Set the scisss to the given parameters.

Format
Ordinal Field Name Description

1 [HEADER] The packet header

2 [TOP_LEFT] [13:0] - x-coordinate of the left edge of the clipping rectangle (in numbg
pixels).
[29:16] - y-coordinate of the top edge of the clipg rectangle (in number
of scanlines).

3 [ BOTTOM_RIGHT] | [13:0] :- x-coordinate of the right edge of the clipping rectangle (in numQg
of pixels).
[29:16] - y-coordinate of the bottom edge of the clipping rectangle (in
number of scanlines).
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5.2.3 3D Packes
5.2.3.1 3D_DRAW_VBUF
Functionality

Draws a set of primitives using a vertex buffer(s) pointed to by state data.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VTX_ FMT] ** Not Written to Hardware, Microcode Throws Away **
3 [VAP_VF_CNTL] Primitive type and other control (See VAP_VF_CNTL register in register spec)
Number of Vertices is bits: 31:16

5.2.3.2 3D_DRAW_IMMD
Functionality

Draws a set of primitives using vertices stored in packet.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VTX_FMT] ** Not Written to Hardware, Microcode Throws Away **
3 [VAP_VF_CNTL] Primitive type and other control (See VAP_VF_CNTL register in register spec)
Number of Vertices is bits: 31:16
4toend | Vertex data Up 016,380 DWORDs of vertex data.
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5.2.3.3 3D_DRAW_INDX
Functionality

Draws a set of primitives using a vertex buffer(s) pointed to by state data, index from indices in packet. Indices are
either 16bit or 32bit.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VTX_FMT] ** Not Written to Hardware, Microcode Throws Away **
3 [VAP_VF_CNTL] Primitive type and other control (See VAP_VF_CNTL register in register spec)

Number of Vertices is bits: 31:16

4toend | [indx16 #2 |indx16 #1] | Up to or 32,760 1it indices or 16,380 3Bit indices to vertex data points
or [indx32] to by state registers. The INDEX_SIZE field in the VAP_VF_CNTL regi
indicates whether the indices areHldi6or 32bit. See INDX_BUFFER
packet for support of moradlices.

5.2.3.4 3D_DRAW_VBUF_2
Functionality
Draws a set of primitives using a vertex buffer(s) pointed to by state data.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VF_CNTL] Primitive type and other control (See VAP_VF_QANEgister in register spec)
Number of Vertices is bits: 31:16
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5.2.3.5 3D_DRAW_IMMD_2

Functionality

Draws a set of primitives using vertices stored in packet.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VF_CNTL] Primitive type and other control (See VAP_VF_CNTL register in register spec)
Number of Vertices is bits: 31:16
3toend | Vertex data Up to 16,381 DWORDs of vertex data

5.2.3.6 3D_DRAW_INDX_2

Functionality

Draws a set of primitives using a vertex buffer(s) pointed to by dtdge index from indices in packet.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VF_CNTL] Primitive type and other control (See VAP_VF_CNTL register in register spec)

Number of Vertices is bits: 31:16

3toend [indx16 #2 | indx16 #1]
or [indx32 #1]

Up to or 32762 1bit indices or 16,381 3Bit indices to vertex data pointe
to by state registers. The INDEX_SIZE field in the VAP_VF_CNTL regis
indicates whether the indices areldi6or 32bit. See INDX_BUFFER
packe for support of more indices.
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5.2.3.7 3D_DRAW_128
Functionality

Draws a set of primitives using a vertex buffer(s) pointed to by state data, index from indices in packet. Data/Indices
are written to 12&it VAP vector data port to take advantage of the-i28lata path for sending data. The packet
should only be used in bus master mode.

Vector mode operates as follows:

1. Data will be written to the destination register (VAP_POR_DATA IDX_128) one DWORD at a time until
the source address of the data is alignedviector (128 bits).

2. Once aligned, the data will be written 1B&s per clock to the destination register. The CP does grouping
of the data such that it will wait until a full vector is available if the MC is slow in returning the data that

was requested.

3. Ifthe last DWORDs of a packet do not fill a vector, they will still be written in one clock, but the DWORD
write mask will be set accordingly.

Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 [VAP_VF_CNTL] Primitive type and otér control (See VAP_VF_CNTL register in register spec)
Number of Vertices is bits: 31:16
3toend | Data or Indices See other 3D _DRAW packets for details.
5.2.3.8
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5.2.3.9 3D_LOAD_VBPNTR
Functionality

Load the vertex arrays pointers.

Format
Ordinal Field Name Description

1 [ HEADER ] Header of the packet
2 VTX_NUM_ARRAYS Number of arrays
3 VTX_AOS ATTRO1 Control for the first two arrays
4 VTX_AOS_ADDRO Pointer to first array
5 VTX_AOS_ADDR1 Pointer to second array
6 VTX_AOS_ATTR23 And so oné.
7 VTX_AOS_ADDR2
8 VTX_AOS_ADDR3
9 VTX_AOS_ATTR45
10 VTX_AOS_ADDRA4
11 VTX_AOS_ADDRS5
12 VTX_AOS ATTR67
13 VTX_AOS_ADDRG6
14 VTX_AOS_ADDR7
15 VTX_AOS_ ATTR89
16 VTX_AOS_ADDRS8
17 VTX_AOS_ADDR9
18 VTX_AOS ATTR1011
19 VTX_AOS_ADDR10
20 VTX_AOS ADDR11

5.2.3.10 3D_CLEAR_HIZ

Functionality

Clear HIZ RAM.
Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 START Start
3 COUNT[13:0] Count[13:0]i Maximum is Ox3FFF.
4 CLEAR_VALUE The value to write into the HIZ RAM.

5.2.3.11 INDX_BUFFER

Functionality

Initiates Indirect Buffer #2 (IB #2) to fetch data that is written to the destination address. The main reason for this
packet is to fetch indices from an index buffer. The packet however can be used to fetch any type of data and write it

to destination ad@ss(s) in the chip.

To process an index buffer, first issue a 3D_DRAW_INDX packet with only the VAP_VTX_FMT and

VAP_VF_CNTL DWORDs (i.e. count = 1). Then process an INDX_BUFFER packet to supply the indices that

would have otherwise been in the 3D_DRAW_IKIPpacket. Note: For a 3D_DRAW _INDX_2 packet, the
VAP_VTX_FMT is not present and the count in the header should be zero.
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The maximum size of the Indirect #2 Buffer is 8,192K DWORDs determined by the BUFFER_SIZE field. So
the maximum number of indiceaported is 8,192K 3Bit or 16,384K 1ébit indices. These maximums may be
further limited by the design of the Vertex Fetcher/Vertex Cache. See the VAP specification for detalils.

Format
Ordinal Field Name Description

1 [ HEADER ] Header of the packet

2 [ONE_REG_WR | ONE_REG_WR Bit 31 (Set for uppeword-aligned buffers)
SKIP_COUNT | SKIP_COUNTI Bits 18:16: Number of DWORDSs to discard at start of data buf
DESTINATION] DESTINATION Addresd Bits 12:0

3 BUFFER BASE[31:2] | Base Address of Buffér Written to CP_IB2_ BASE

4 BUFFER_SIZE[22:0] Size of Buffer in DWORDS$ Written to CP_IB2_BUFSZ to initiate the Indirect

Buffer #2. Note that the (BUFFER_SIZEL) also overwrites the CNT register in
the micro engine so that the parser will not finish wiik gacket until all the data
from the IB #2 is transferre@or misaligned data, this number must be increase
1.
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5.2.3.12 MPEG_INDEX
Functionality
Packed register writes for MPEG and Generation of Indices.

Format

Ordinal Field Name Description

1 [ HEADER ] Header field of the packet.

2 [MASK] DWORD write Mask: Bits 15:0 are
write the register:

bitf0] VAP_PVS_CODE_CNTL_O present
bitfl] VAP_PVS_CODE_CNTL_1 present

bit2] VAP_PROG_STREAM_CNTL_O present
bit[3] VAP_PROG_STREM_CNTL_1 present

bitf4] VAP_PROG_STREAM_CNTL_2 present
bitf5] VAP_PROG_STREAM_CNTL_3 present
bit[6] VAP_OUT_VTX_FMT_O present

bit[7] VAP_OUT_VTX_FMT_1 present

bit[8] VAP_VTX_NUM_ARRAYS present

bitf9] RS_COUNT present

bit{10] RS_INST_COUNT present

bit[11] TX_ENABLE present

bit[12] US_CODE_ADDR_O present

bit{13] US_CODE_ADDR_1 present

bit{14] US_CODE_ADDR_2 present

bit[15] US_CODE_ADDR_3 present

bit[16] US_CONFIG present

bit{17] RB3D_DSTCACHE_CTLSTAT present
bit{18] RB3D_COLOROFFSETO present

bit[19] RB3D_GOLORPITCHO present

Conditional [Register Values] | Values to Write into Registers. Only present in packet if corresponding
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3upto 22 Aipresento bit is set in the MASK
Next [VF_CNTL] Written Unconditional to VAP_VF_CNTL register
Next+1 [NUM_INDICES] | Numbe of Index Base Values (0x3FFF Maximum)
Next+2 to [FIRST_INDEX] First Index of Quad. (0x0000 to OXFFFC)
Next+2+
For each #AFirst Indexo, CP wildl
NUM_INDIC
ES FIRST_INDEX
FIRST_INDEX+1
FIRST_INDEX+2
FIRST_INDEX+3
Lag Values [DUMMY] Any value is fine. Any number of dummy values are supported.
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5.2.4 PRED EXEC
Functionality
Perform a predicated execution of a sequence of packets (type 0, 2, and type 3) on select devices.

Format
Ordinal Field Name Description
1 [ HEADER ] Header field of the packet.
2 [DEVICE_SELECT | DEVICE_SELECT: [31:24] bitfield to select one or more device upo

EXEC_COUNT] which the subsequent predicated packets will be executed
EXEC_COUNT: [22:0]i total number of DWORDs of subsequent
predicated pdets. This count wraps the packets that will be predicat
by the device select.

5.2.4.1 WAIT_SEMAPHORE
Functionality

Wait for a semaphore to be zero before continuing to process the subsequent command stream. There are four
microcode ram slots set aside for asesemaphores. These are at offset ORKEF.

Notes

The driver/application executing on the CPU can write-reno values at any time to semaphore memory. The
application can write a nerero value to cause the CP mi@ogine to pause at the next WAITEMAPHORE

packet in the command stream. This has the affect of pausing all GPU rendering that is queued in the indirect and
ring buffers. The application can then write a zero to the semaphore to allow theengane to proceed.

The application can write the semaphore memory by a direct (P10O) register write to two registers:
1. Write the semaphore offset (OXFC, OxFD, OxFE, or OXFF) t€fheME_RAM_ADDRregister.
2. Write the semaphore value (zero or framo) to the CP_ME_RAM_DATAL register.

Format
Ordinal Field Name Description
1 [ HEADER ] Header field of the packet.
2 Semaphore offset This is the desired semaphore to test in the wait loop. This can be any
0xFC, OxFD, OxFE, OxFF.
3 Semaphore reset Optional. This value, if present, is writtentte semaphore offset once thg
wait loop has been satisfied (i.e., once the semaphore is zero).
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5.2.5 Miscellaneous Packets

5.2.5.1 COND_EXEC
Functionality

Perform a conditional execution of a sequence of packets (type 0, 2, and type 3) based on a boolean stored in GPU
accessible video memory.

This packet use the Indirect Buffer #2 (IB2) to read the boolean in memory. Therefore, this packet can not be
initiated from an IB2.

Notes

Care must be taken to make certain that EXEC_COUNT contains the exact number of DWORBsfitisequent
packets that are to be conditionally executed. The microengine will start parsing the DWORD immediately
following EXEC_COUNT DWORDs. If this is not a packet header, the device will encounter corruption or hang.

Format
Ordinal Field Name Desciption
1 [ HEADER ] Header field of the packet.
2 TWO This value must be 2
3 EXEC_COUNT EXEC_COUNT: [22:0]i total number of DWORDs of subsequent
conditional packets. This count wraps the packets that will be
conditionally executed.

5.2.5.2 WAIT_MEM
Functionality

Wait for a GPUaccessible memory semaphore to be zero before continuing to process the subsequent command
stream. The semaphore can reside in any-@&tgssible memory (local or ndotal). The base address of the
semaphore must be aligned to a DRI®boundary. The semaphore in memory consists of two DWORDs.

This packet has no ability to increment, decrement or otherwise change the contents of the memory semaphore.

The memory semaphore consists of two DWORDSs: the actual semaphore and an extra DWORiixed value
of two. The extra DWORD is required and guarantees that the command processangiceocan loop properly
in order to repeatedly test the semaphore value as necessary. The semaphore is organized as follows:

Semaphore value

Fixed valueof 2

This packet use the Indirect Buffer #2 (IB2) to read the memory semaphore. Therefore, this packet can not be
initiated from an IB2.

Notes

If both ordinal 3 (SEM_LEN) and the DWORD in memory following the semaphore value is not equal to two, the
CP micro-engine will become confused and ultimately hang the hardware.

The driver/application executing on the CPU can write-peno values at any time to semaphore memory. The
application can write a nerero value to cause the CP mi@wogine to pause até¢ next WAIT_MEM packet in the
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command stream. This has the affect of pausing all GPU rendering that is queued in the indirect and ring buffers.
The application can then write a zero to the semaphore to allow the-enigitee to proceed.

Format
Ordinal Field Name Description

1 [ HEADER ] Header field of the packet.

2 SEM_ADDR[31:2] Memory semaphore device address (DWORD aligned)
This value is written to the CP_1B2 BASE in order to read the semaphd

3 SEM_LEN Memory semaphore length
This value MUST be 2
This value is written to the CP_IB2_BUFSIZ in order to read the semap
the first time
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6. Vertex Shaders

6.1 Introduction

The VAP includes the Vertex Fetcher and Vertex Cache which take commands and vertex data from a command
stream and formats it into @ares and primitives. Typically, the commands are stored in a ring buffer and the

vertex data is stored as a separate array in memory, although there are other possibilities described later. The VAP
begins operation when a command to render a set oftppemis received. Depending on the command, the VAP

will either expect vertex data to be sent, or it will perform the memory accesses to read the vertex data on its own.
The format of the vertex data is described later in this section.

The VAP includes Programmable Vertex Shader (PVS) Engine which performs programmable operations on
vertices which are then subsequently assembled and clipped. This programmable processing path will also be used
to perform all FixeeFFunction vertex processing after deivgeneration of a shader from fixéghction state

settings.

The VAP includes a Clip Engine which will clip primitives (using the RM8cessed vertices) to the 6 frustum

planes as well as to 6 Usbefined Clip Planes. The VAP includes a Viewport Transf Engine (VTE) which

performs the perspective divide and viewport transformation operations on the vertex data and a Reciprocal Engine
(RCP) which performs an IEEE 28t mantissa accurate 1/X function.

6.2 Input

The input to the VAP is @ommand Packethich contains two parts: a command to render some set of primitives

(like a list of triangles), and a set of vertex data. As described later, the vertex data may be sent to the VAP or the
Vertex Fetcher may fetch the data. There are a number of diftlEatnformats which are possible. Data may be

stored as an array of structures (AOS), a structure of arrays (SOA), or in a strided vertex format. The AOS mode is
what has been used up to DX6. In AOS mode, all of the data for a vertex is stored ségasrmiis contiguous

block of memory as shown Figure In SOA mode, the data for each parameter (like x or w) is stored as a separate
array. To get all of the data for a vertex, one must look into severakditfaerrays. For example, assume that we

have eight vertices which have the parameters X, Y, W, S, and T. In SOA mode the data would be stored in five
different arrays as shown Kigure In the strided vertex fmat, data is stored in several different arrays. Each

array holds a variable number of parameters. For example, the first array might hold the x, y, and z coordinates. A
second array might hold the diffuse color, a third array might hold the S anordir@tes for a texture magigur

shows how a strided vertex with x, y, z, w, S, and T might be stored. The holes in the xyz array are not required but
are shown to indicate the flexibility allowed with the d#dl vertex format.

dword O 1 2 3 4

Base Address —» | X0 | YO |wO| SO| TO
X1]Y1l|W1| S1| T1
X2 Y2|W2| S2| T2
X3 Y3|W3| S3| T3

Figure: AOS Vertex Data Storage
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dword 0 1 2 3

Base Address ——» | X0 || X1 | X2 | X3|

Base Address ——» | YO0 || Y1 | Y2 | Y3|

Base Address ——» |WO|| W1|W2|W3|

Base Address ——» | SO || Sl| 82| 83|

Base Address ——» | TO || T1| T2| T3|

Figure: SOA Vertex Data Storage
dword o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Base Address — [xo] o[ zo [ xa [ va| zs ] x2[ v2 [ z2 ] x3] v3[ zzs [
Base Address —» |WO|W1|| W2|W3|

Base Address —» | so| o] s1| 1] s2] 12] s3] T3]

Figure: Strided Vertex Data Storage

To represent all of these formats, the Vertex Fatelnchitecture allows for a vertex to be describemh@siple

arrays of structures Each array is described wittbase addressaacountand astride  The base address points to

the beginning of the array. The count indicates the number of dwor@stekdata in this array. The stride gives

the number of dwords to the next structure in the array of structures. The AOS vert@&iduoewith 5 parameters

would be represented with a single array which cosisitb dwords with a stride of 5 dwords. The SOA vertex

from Figurewould be represented with 5 arrays. Each array would have a count of 1 and a stride of 1. The strided
vertex fromFigur would be represented with three arrays. The first array would have a count of 3 and a stride of 4.
The second array would have a count of 1 and a stride of 1. The third array would have a count of 2 and a stride of
2. A given implematation of this architecture may have a different maximum number of arrays of structures. If
only AOS is supported, then only one array is required. To support a strided vertex format with three textures, 7
arrays would be required (xyz, w, diffuse, spleac, SOTO, S1T1, S2T2.) To support a true SOA mode, each
parameter would require its own array.

The access to vertex data may be immediate or by an index. In immediate mode, the base address of an array of
vertex data is provided. The vertex data stidad read in the order in which it is stored to produce the desired
primitives. Inindexed mode, a base address to the beginning of the vertex data is provided along with a set of
indices. The indices are used to access vertices in any order.

The vertexindices are clamped between a minimum and maximum state value which is supplied by the driver. This
prevents making requests to illegal or unavailable memory addresses.

Finally, the vertex data can be embedded as part of the command stream, or itoesdhie a separate arrayhe
figure belowshows all of the possible vertex data storage modes along with implementation details for each mode.

© 2008 Advanced Micro Devices, Inc.
Proprietary 55



AMDA1

Revision 13

March 30, 2008

The table below describes the parameters that may be in a vertex, as supplied to the graphics controller

device.

NOTE: With the R300 PVS-only vertex processing path and PS&@nly input vertex data mapping path, the
TCL (or PVS) input memories have no predefined mapping to vertex values. This is completely determined
by the driver FF->PVS conversion process. Daito this fact, the table below is fairly meaningless to the vertex
process. ltis retained as a guide to help describe the fixédnction possibilities for vertex data.

Type Param Description Format Applicable
eter Interface
(PRE-TNL/
POST-TNL
/ BOTH)**
Position0 XY X0 The x coordinate of the vertex IEEE floating point BOTH
YO The y coordinate of the vertex IEEE floating point BOTH
Position0 Z Z0 The z coordinate of the vertex IEEE floating point BOTH
Position0 W WO W or RHW (1/Homog W) coordinatef the IEEE floating point BOTH
vertex
Vertex Blending | BWO0-4 | 0-4 Blend Weights IEEE floating point PRETNL
Weight(s)
PerVertex Matrix | PVMS | Vertex Blending Matrix Selects 8888 packed fixed point PRETNL
Select
Vertex Normal O NxO | The x coordinate of theertex normal IEEE floating point PRETNL
NyO The y coordinate of the vertex normal IEEE floating point PRETNL
NzO | The z coordinate of the vertex normal IEEE floating point PRETNL
Point Size Modifier| PS Point Size Modifieii Point Sprite§ Post IEEE floating point BOTH
TCL only
Discrete Fog F Fog value' Post TCL only IEEE floating point POSTFTNL
Shininess0 Shine0 | Used for GL Material Pevertex Support IEEE floating point PRETNL
Shininess1 Shinel | Used for GL Material PeYertex Support IEEE floating point PRETNL
Color 0 ARGB | Typically Diffuse color and alpha weight Usually 8888, but can be BOTH
three or four separate IEEE
floating point values **
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Color 1 ARGB | Typically Specular color and fog/alpha weig| Usually 8888, but can be BOTH
three or bur separate IEEE
floating point values **
Color 2 ARGB | Typically Used for GL Material Pevertex Usually 8888, but can be PRETNL
Support three or four separate IEEE
floating point values **
Color 3 ARGB | Typically Used for GL Material Pevertex Usually 8888, but can be PRETNL
Support three or four separate IEEE
floating point values **
Color 4 ARGB | Typically Used for GL Material Pevertex Usually 8888, but can be PRETNL
Support three or four separate |IEEE
floating point values **
Color 5 ARGB | Typically Used for GL Material Pevertex Usually 8888, but can be PRETNL
Support three or four separate IEEE
floating point values **
Color 6 ARGB | Typically Used for GL Material Pevertex Usually 8888, but can be PRETNL
Support three or four separate IEEE
floating point values **
Color 7 ARGB | Typically Used for GL Material Pevertex Usually 8888, but can be PRETNL
Support three or four separate IEEE
floating point values **
Texture Coordinatg SO The 1st coordinate for texture number O IEEE floating point BOTH
Set 0
(usually the single dimension horizontal
component S)
TO The 2nd coordinate for texture number O IEEE floating point BOTH
(usually the two dimension vertical
component T)
RO The 3rd coordinate for texture number O IEEE floating point BOTH
(The 3 & 4™ components can have many
uses)*
Q0 The 4th coordinate for texture number 0 IEEE floating point BOTH
(The 3° & 4™ components can have many
uses)*
Texture Coordinatg S1 The 1st coordinate for texture number 1 IEEE floating point BOTH
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Setl

(usuallythe single dimension horizontal
component S)

T1

The 2nd coordinate for texture number 1

(usually the two dimension vertical
component T)

IEEE floating point

BOTH

R1

The 3rd coordinate for texture number 1

(The 3° & 4™ components can have many
uses)*

IEEE floating point

BOTH

Q1

The 4th coordinate for texture number 1

(The 3" & 4™ components can have many
uses)*

IEEE floating point

BOTH

Texture Coordinatg
Set5

S5

The 1st coordinate fdexture number 5

(usually the single dimension horizontal
component S)

IEEE floating point

BOTH

T5

The 2nd coordinate for texture number 5

(usually the two dimension vertical
component T)

IEEE floating point

BOTH

R5

The 3rd coordinate for texture mber 5

(The 3° & 4™ components can have many
uses)*

IEEE floating point

BOTH

Q5

The 4th coordinate for texture number 5

(The 3" & 4™ components can have many
uses)*

IEEE floating point

BOTH

Position1 XY

X1

The x coordinate of the vertex for blendin

IEEE floating point

PRETNL

Y1

The y coordinate of the vertex for blending

IEEE floating point

PRETNL

Positionl Z

The z coordinate of the vertex for blending

IEEE floating point

PRETNL
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Position1 W w1 W or RHW (1/Homog W) coordinate of the | IEEE floating point PRETNL
vertexfor blending

Vertex Normal 1 Nx1 | The x coordinate of the vertex normal IEEE floating point PRETNL

Nyl The y coordinate of the vertex normal IEEE floating point PRETNL

Nzl | The z coordinate of the vertex normal IEEE floating point PRETNL

** The Applicable Interface column is provided to specify which values are inputs to the TCL process and/or the

Figure: Vertex Parameters

Raster Process. All of the values can appear in the FVF at the same time, BtNPR&ues aregnored by the
raster process and POSNL values are ignored by the TCL process. In the unlikely circumstance that PRUST
values are provided in the FVF as inputs to the TCL process, there will be the ability to pass these values around the

TCL process.

63Vector

With the move to a PS@nly and PVSonly Vertex Process, there is no fixed definition of data (or location of data)

Order and Vector

D6 s

in the input vertex memory. Therefore, the destination vector locations in the PSC are fully flexiblgpand ma

directly into the corresponding location in the input vertex memory. The PSC also allows for write_mask and

swizzle capabilities to allow for more complex fixahction and/or shader usage.

The special vector known as the NULL vector is used to keepiffeline flow the same when there are no vectors
to be processed. It is a sortf

Afspecial 6 vector

t hat each

engi ne

but it is used because we need to send some kind of token down the pipelimefmosization purposes.

The NULL vector is a vector that is not to undergo vector processing, but which will carry information in its
associated flags, such as endOfPacket . It is used when a vertex has been deleted (for culling, clipping, or other
potential reasons) and there is no valid vertex to be sent with the control information.

For the case of TCL_BYPASS (or when there is no TCL present in the HW), the PSC destination vector locations
shall map directly to the semantically defined locations @fGA input memories. In this mode, the discrete fog
and point size terms can use the write_enable and or swizzle capabilities of PSC to get the terms into the appropriate

channels.
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6.4 VAP Reqgisters

6.4.1 VAP Vertex Data Port Reqisters

The DATA and IDX PORT regters are written with either primitive vertex data or primitive vertex indices after a
Atriggerdo write has occurred. A Atri gge rzéropimitypee i s

The correct (expected) number of data words or ivdends must be written to these registers or undefined
behavior will result.

For R300, there is a new DATA/IDX port register added for-t2&ccess. This register is only accessible via a
PM4 Type3 packet and can only be used for indexed TRI_LIST B ILIST. Other than the privtype
limitations, using this 128it register (or PM4 Type 3 packet opcode) is identical to using the standard method.

The PRIM_WALK field in the VAP_VF_CNTL register defines what method of vertex data or indx updates are to
occur.

1 =Indexes (Indices embedded in command stream; vertex data to be fetched from memory)

In this mode, vertex indices are written to the DATA/IDX port registers. Data is fetched using the AOS registers
corresponding to the indices in the input.li¥he number of indices expected is
VAP_VF_CNTL.NUM_VERTICESi 1. This mode does not use the VAP_VTX_SIZE register. The size of the
vertices is determined by the AOS register setup.

2 = Vertex List (Vertex data to be fetched from memory)

This mode des not require any vertex data or vertex indices written to the DATA/IDX port registers. Data is
fetched using the AOS registers for the indices from 0 to VAP_VF_CNTL.NUM_VERTICESIdentical to
Indexes mode, except indices are internally generated.

3 = Vertex Data (Vertex data embedded in command stream)
In this mode, the vertex data is written to the DATA port registers. The number of DIWORDS expected is

VAP_VTX_SIZE.DWORDS_PER_VTX * (VAP_VF_CNTL.NUM_VERTICEB1). The VAP_VTX_SIZE
register is nav to R300. In R100 / R200, this size was derived from the VAP_VTX_FMT_0/1.

6.4.2 VAP Control Register
The PVS_NUM_SLOTS should be set to the minimum of
1 the MAX_SLOTS, (POR is 10)
1 the INPUT_VTX_MEM_SIZE / INPUT_VECTORS_PER_VTX (POR is 128/ Var)
1 the OUPUT_VTX_MEM_SIZE / OUTPUT_VECTORS_PER_VTX (POR is 128 / Var)

These equations assume the input and output vertex data has been packed. If not, use the
MAX_INPUT_VECTOR_USED instead of INPUT_VECTORS_ PER_VTX

The PVS_NUM_CNTLRS should be set to the minimum of
 theMAX_CNTLRS, (POR is 6)
1 the TEMP_VTX MEM_SIZE / TEMP_VECTORS PER_VTX (POR is 128 / Var)
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These equations assume the temp vertex data has been packed. If not, use the MAX_TEMP_VECTOR_USED
instead of TEMP_VECTORS_PER_VTX.

When modifying either of PVS_NUM_SDTS or PVS_NUM_CNTLRS, a flush must be inserted prior to the
update.

The PVS_NUM_FPUS will typically remain constant for a given chip, but can be used for performance testing.

The Shader HW will support up to a max of 32 vectmesvertex of input dataral 32vectorspervertex of temp
data as long as the NUM_SLOTS and NUM_CNTLRS are set to obey the-désagbed rules.

New R5xx Fields

The TCL_STATE_OPTIMIZATION bit enables a hardware optimization to improve small batch and
multiple instance performance The TCL_STATE_OPTIMIZATION is a bit which should be set all the time.
The bit can be reset to return operation to preR5xx status.

6.4.3 R300 Edge Flag Support Description

Edge Flags refers to the bits which are provided, generated and/or modified demmgrtitive process which

affect which edges (lines) or points of a triangle are drawn when in a wireframe or point fill mode. Edge Flags are
not applicable to line or point primitive types, but are applicable to all 3 or-sided primitives (i.e quagholygon,

etc). R300 will support edge flags for wireframe rendering as follows

1. Prim Type initialization of edge flags is done by the vertex fetcher logic. Edge flags are initialized
by the vertex fetcher based on the VAP_VF_CNTL.PRIM_TYPE field. Tige dags values for
points and lines are not used during the triangle fill process, so are irrelevant. The edge flags for all
triangle primitive types are all 3 set. For more complex prim types like quads and polygons, only
the exterior of the primitivés supposed to be drawn, so the vertex fetcher applies the edge flags in a
way which only sets the bits which correspond to an external edge of the supplied primitive.

2. Clipping modification of edge flags is done by the clipping processor according@péresGL
specification. Basically, the rule is that edges introduced by clipping (which would lie along a clip
plane) will always have thier corresponding edge flag set and edges which are fragments of initial
edges would retain thier original edge flaghe boundary edges introduced by clipping may be
either always set or never based on the VAP_CLIP_CNTL.BOUNDARY_EDGE_FLAG_ENA bit.

6.4.4 Input Vertex Format Registers
The VAP_VTX_FMT_0 and VAP_VTXFMT _1 registers were used for@asons on R200:

1. Decoding / Da Conversion / Data Direction of Vertex Stream Data from output of Cache to Vector
| D6 s

2. Computation of Dwords/Vtx for Command Stream load of vertex data.
These registers will no longer exist for R300. They are replaced as follows:

1 The Decoding / Data Comvsion / Data Direction will be controlled completely by the Programmable
Stream Control logic. R300 will contain the additional functionality of component swizzle and write
mask specification to ensure full control of input stream.

1 The computation of Dwals/Vtx will be replaced by the VAP_VTX_SIZE register which must be
loaded by the driver when using command stream vertex data.

6.4.5 TCL Output Vertex Format Reqgisters

The purpose of these controls is to indicate which vertex data should be transmittedefRMSthutput vertex
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memories, and from which vector locations they come. The PVS output vertex memories are not directly mapped to
semantic values to enable the spbttex mode described later. The RASTER_VTX_ FMT_0/1registers define
which values will le transmitted from PVS to CLIP/Setup to GA to Raster.

The locations of the vectors in the PVS output memory must be packed based on the VAP_OUT_VTX_FMT_0/1
register settings. Only the fields which are present in the OVFRs should be packed in thmentprt. The

packing order is as follows: Position is always in location 0, Point Size (if present) is next (Point Size consumes an
entire vector in the memory, thec¢hannel is the value used by the raster), Colof}) @e next (if present), and

Textures (07) are next (if present). For example if the OVFR specified POS, PNT_SIZE, CO, C2, T1 and T5, these
vectors should be mapped (by the shader output operand offsets) to Output Memory locatiesgdatively.

For Points (Sprites) using Tex Gen (GBNABLE.TEX#_SOURCE == STUFF), the

VAP_OUT_VTX_FMT_1.TEX# should not be set. This is because, in general, there is no texture coordinate data
transferred from VAP to GA for this case. In the case of point clipping with tex gen, VAP will send these texture
coordinates to the GA even though the OVFR bit is not set, as follows:

OVFR COUNT STUFF TEX DESIRED CHANGED RESULT

0 0 No texture ever

0 >0 Clipper and/or GA creates (stuffs)
texture

>0 0 Normal texture (use vertex/pvs
texture)

>0 >0 Normal texture (se vertex/pvs
texture)

There is also the ability to pack 2dBnensional textures into a singlecdmponent texture for the VAPGA
interface by only specifying one texture and mapping the raster state to think it is two textures.

6.4.6 Vertex State Control

This vector controls how the peertex state is processed. This input method is designed for OpenGL Immediate
Mode and Display List Processing.

UPDATE_USER_COLOR_0/1_ENA are deleted from R300 since they are not needed, only one user color is
required.

TheCOLOR_# ASSEMBLY_CNTL change fromit fields on R200 to -bit fields on R300 since there is only 1
USER COLOR.

6.4.7 Programmable Input Stream Control Registers

These registers control the pestrtexcache mapping of input vertex stream data to the vedsdior TCL or SE

input memories. These registers replace the R200 Input Vertex Format Registers. Terminology: A vertex is
composed of multiple (up to 16 for R300) streams. A stream can be composed of multiple elements (where an
element is pos or nornt texcoord). The control data is arranged as 16 sets of element control data. There is not
necessarily a onfor-one mapping of stream to element. The stream control shall be set up in the order that the data
is received (or fetched).

The DataType speddfs the number of DWORDS and format for each input element.
The SkipDwords specifies the number of DWORDS to skip (discard from the input stream) after the corresponding
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element has been processed. This allows multiplecnatiguous elements to residetiin one streamNOTE:
There is not support for skipping DWORDS prior to the first element, the assumption is that the driver can
prevent this from occurring.

There are two sets of PSC control registers, the VAP_PROG_STREAM_CNfTardidentical to th200

registers of the same name. R300 adds VAP_PROG_STREAM_CNTL_EXWhich are extensions to the first

set of registers to allow a swizzle and write_mask capability. The expectation is that the EXT registers will not be
updated frequently, bitihey must be updated at least once to provide default control

The DstVecLoc specifies the destination vector location (TCL / SE input vector address) for the given element.

The data type of FLOAT_8 has been added to R300 to permit using input verticestheraid vectors. By
making sure that the VAP_CNTL.PVS_NUM_SLOTS and VAP_CNTL.PVS_NUM_CNTLRS are appropriately
sized, it is possible to use up to 32 vectors for the input vertex representation.

6.4.8 PVS State Flush Register

Since the driver is given controber multistate updates to PVS Code and Constant memories, there is the need for

the driver to be able to force a fAflusho of the state
force a flush of TCL processing so that both versmiBCL state are available before updates are processed. This

register is write only, and the data that is written is unused.

6.4.9 PVS Vertex Timeout Registe

A condition can occur in the HW, in pathological vertex reuse cases, where when many primitbezs agich do

not use any new verts, the HW could hang. The solution for this hang is to wait a programmable number of clocks
when in the condition of primitive buffer full and waiting on vertices. After this number of clocks has passed
without receivingany new vertex data, the accumulated vertex data (less than 4 vertices) will be submitted to the
PVS engines. This register defaults to OXFFFFFFFF.

6.4.10 VECTOR Indx/Data Update Register Pair

The Vector Indx Data pair is used to update all TCL vector statearies.

There are basically 2 vector memories, the PVS Constant Memory and the PVS Code Memory.

The index register contains the octword offset to write to (or read from) on the subsequent DATA_REG write/read. All
writes/reads must start octword aligne&h internal Dword counter is incremented each time a write or read occurs
to/from the DATA_REG. The Dword counter is reset when the index register is written (or read). When the dword
counter rolls from 3 back to 0, the index register value (octwordeadylis incremented. (Writes to the DATA_REG_128
register do not use or affect the dword counter. The DATA_REG_128 register is not readable.

The VAP_PVS_VECTOR_DATA_REG_128 register is very similar to the VAP_TCL_VECTOR_DATA_REG, but
allows 128bit writes into the vector memory. There may be some restrictions when writing to this register (i.e. enly 128
bit aligned, 12&it updates allowed).

The vertex shader instruction store increased from 256 to 1024 for R5xx VS3.0.

To account for the increased dlea instruction storahe Offsets Used to get to the various memories (and elements of
memories) are as follows:

#define VERTEX_SHADER_CONST_VECS 256
#define VERTEX_SHADER_CODE_LINES 1024  // R3®

#define PVS_CODE_START 0
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#define PVS_CONST_START 1024 // R30612
#define UCP_START_OFFSET 1536  // R300L024

#define POINT_VPORT_SCALE_OFFSET 1542  // R300030
#define POINT_GEN_TEX_OFFSET 1543  // R3001031

6.4.11 StateVector Engine State Data

The input vector state data required for TCL is listed in the table below. Each entry will consist of 4 single precision
IEEE floating-point vector values. The entire StVe_Vector memory is accessed viaeaddiad register pair. When
updating multiple DWORDS through this path, the PM4 packet bit which preventiargmentation should be used so
that all words are written to the data register.

UCPO XYZW User clip plane 0 4 |EEE fp
UCP1 XYZW User clip pane 1 4 |IEEE fp
UCP5 XYZW User clip plane 5 4 |EEE fp
Point Sprite XYZW Viewport scaling parameters for Point Sprite Expansion in Clip Coq 4 IEEEfp
Viewport Scale /
Misc X = X-Radius Expansion

Y = Y-Radius Expansion
Z = State Size Multiply Constant

W = Culling Radius Expansion (SQRT(XRadExp *2 + YradExp 2)

Point Tex Gen XYZW Texture values to apply to points when tex gen is on 4 |EEEfp
Corner Values
X = Lower Left Corner S/alue

Y = Lower Left Corner TValue
Z = Upper Right Corner-S¥alue
W = Upper Rght Corner FValue

** These values may be updated using the

VAP_PVS VECTOR_DATA_REG or via the
GA_POINT_S0,T0,S1,T1 Registers. Note that updates using the
VAP_PVS_VECTOR_DATA_REG will not update the GA registers

VECTOR MEMORY DESCRIPTIONS

Ther are two vector memories.

The vertex shader instruction store increased from 256 to 1024 for R5xx VS3.0.
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The PVS_CODE memory which will be 1024 entries deep and can operate as a ring (similar to R200), is linearly
addressed using offsetsl023. Auteincrementing writes to this memory segment will awtap back to 0 from
1023.

The PVS_CONST memory will be 256+8 entries deep. The first 256 entries of this memory will operate as a ring
(similar to R200/R300), and are linearly addressed using offs2ts1BB5. Auteincrementing writes to this
memory segment will autarrap back to 1024 from 1535.

The last 8 entries of this memory are used for Clipping data which currently includes thelips8ianes , Point
Sprite Viewport Scale vector, and Poimirife Gen Tex Corner values. These entries will be updated starting at
address 1536 through 1543. Since the PVS_CONST wilharap at 1535 for constant updates, the UCP writes
must start with an index update to 1536 or above. #dementing writesvill auto-wrap back to 1536 from 1542
(NOT 1543). This wraqaround probably will never be used, but, note that the-arapnd intentionally excludes
the Point Gen Tex vector since it is considered raster state.

These memories are not doubleffered inthe code and constant range of addresses. For the code and const
memories, it is expected that the driver will insert a flush if the currently feaaed shader code or const overlaps
the immediately preceding shader code or const. Updates to theRECR/PORT_SCALE / Point Gen Tex values
are doublebuffered and therefore no flush is required.

6.4.12 Scalar Indx / Data Reqisters

These memories and registers no longer exist for R300. The only data in them that is still relevant is the guard band
data whichnow resides in dedicated registers as described below.

6.4.13 VAP _GB VERT CLIP ADJ

The VAP_GB_* registers will only be singleuffered which means thahbAP_PVS STATE FLUSH REG
write must precede updates to these registers.

6.4.14 Programmable Vertex Shader Contr®legisters

The VAP_PVS_CNTL register allows control over which instructions in the PVS code store are executed with
respect to the current shader.

The VAP_PVS CONST_CNTL register allows control over which address ranges in the PVS const store (STVE)
are sed with respect to the current shader.

6.4.15 Vertex Blending Control Register

The COLOR2_IS TEXTURE and COLOR3_IS TEXTURE bits enable the R5xx VAP VS3.0 to support 10 general
output vectors. For prB5xx, VAP supported 4 color vectors and 8 texture vectoositjout to the pixel shader.

During new clip vertex generation, the color interpolation supported color clamping and flat shading and the texture
interpolation supported point texture coordinate generation and cylindrical wrap. In order to createoggneral
vectors, color vectors required point texture coordinate generation and cylindrical wrap processing while texture
vectors required color clamping and flat shading.
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6.4.16 Texture to Color Control Registers

The TEX_RGB_SHADE_FUNC_¢J), TEX_ALPHA SHADE_FWC _(0-7), and TEX RGBA CLAMP_ (&)

bits enable the R5xx VAP VS3.0 to support 10 general output vectors. FHabgxe VAP supported 4 colors and 8
textures to output to the pixel shader. During new clip vertex generation, the color interpolation dugorte

clamping and flat shading and the texture interpolation supported point texture coordinate generation and cylindrical
wrap. In order to create general output vectors, color vectors required point texture coordinate generation and
cylindrical wrapprocessing while texture vectors required color clamping and flat shading.

The TEX_RGB_SHADE_FUNC_J), TEX_ALPHA_SHADE_FUNC_(0r7), and TEX_RGBA_CLAMP_(&r)

bits enable the R5xx VAP VS3.0 to support color type interpolation during clipping on texturesvethe bits

enable flat shading or color clamping selectively on all 8 texture vectors. These bits only support clipper
functionality of flat shading. The rasterizer has separate register bits to enable flat shading at pixel interpolation.

6.4.17 VAP VTE CNIL

This register is used to control the functionality of the VAP Viewport Transform Engine.

6.4.18 GA COLOR CONTROL

This register is used by the clipper to control flat shading of all 4 colors and alphas based off of the provoking
vertex.

6.4.19 GA ROUND MODE

This regsterspecifies the rouding mode for geometry & color SPFP to FP conversiomgthe RGB and
ALPHA_CLAMP fields are used by VAP.

6.4.20 GA POINT SO0/T0/S1/T1

These registers are used to control the texture coordinates for texture coordinate generaticare Dhésased by
VAP for point clipping

6.4.21 GB ENABLE

This register is used by VAP to control when and how point textures are generated for clipping.

6.4.22 SU TEX WRAP
This register is used by VAP when clipping in order to perform cylindrical wrap clippinglattms.

6.5 R3xx-R5xx Programmable Vertex ShadeiDescription

6.5.1 OVERVIEW
The R300 PVS model is a superset of the R200 PVS model. Differences are noted below.

R200->R300 Notable Shader Model Differences at Shader Definition Level
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NouhrwhE

Constant Store Size Incredsem 192 to 256

Code Store Size Increase from 128 to 256

Ability to increase Input Size from 16 to 32 vectpes-vertex

Ability to increase Temp Register Size from 12 to 32 veepa@rvertex

Increase support from 6 Output Textures to 8

Increase supportdm 2 Output Colors to 4 {4color only used for Bided lighting)
Ability to perform flow control instructions of jump, loop and subroutine

R200>R300 Notable Shader Model Differences at Driver Compilation Level

The R5xx VS3.0 PVS model is a superset of the R300 PVS VS2.0 model. Differences are noted below:

The programmable vertex shader (PVS) is a model which replaces the standard DirectXer@fgirocessing

1.

©CoNOO AW

1.

Noohkwn

Requirement to Manage NUM_SLOTS & NUM_COROLLERS based on Input, Output

and Temp Register sizes relative to the respective veptoreertex.
Requirement to fipacko output vectors
Discrete Fog resides in one of ColeB@lpha.

based

Addition of Alternate Temp Memory. Can be used astadthl standard Temp Memory.
Addition of DuatOp Vector/Math Capability along with Alternate Temp Reg Memory

Ability to write back into Input Memory from Shader (For HOS Evaluation Shader)
Ability to use address register with Input, Output, and Temptergias src and dest
operands. There is not a current known use for this, but it was simple to add.

Ability to support dynamic flow control through the usfepredication opcodes, predication bit,
predicated writes, and a nested false count maintained in a temporary memory location.

Ability to support predication register through predication opcodes, predication bit, and

predicated writes or use CONDITIONALector opcodes where sources are conditionally written
or conditionally selected.

Code store size increase from 256 to 1024.
Temporary memory size increase from 72 to 128 (supports 4 threads and 32 vectors per thread).
Input memory size increase from 72128 (supports 4 threads and 32 vectors per thread).

Output memory size increase from 72 to 128.
Static control flow nested loops and subroutines (4 deep loops and 4 deep subroutines)
Ability to access input, temporary, and output memories with inner lo@gstindex.
Added new loop repeat type where the fipant loop index is not loaded at loop initialization.
FLI is inherited from parent loop.

10. Added new source input modifier (absolute value).

11. Added new instruction modifier saturate to clamp outputeden 0 and 1.

pipeline. It replaces only the peertex operations (i.e. transformation, lighting, texture coordinate generation,
texture transfam, fog), but does not replace any of the primitive operations (i.e. primitive assembly, clipping,
backface culling, &ided lighting. The functional model for the PVS HW is as shown in the following diagram. For
R300, 2sided lighting is achieved by wirig up to 4 output colors (both front and back color results) and allowing
the setup engine to select the appropriate color(s) based on the facedness of the triangle.

The general model of the PVS is that all operands are of a vector type (4 floatingaho@s). When there are

scalar operations, generally they emit the scalar result on all 4 channels of the output vector.

The input vertex memory (IVM) represents the data which is provided onveegex basis (i.e. position, normal,
color, etc). Thisertex data does not have any semantic attachment from the perspective of the shader HW. All
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vertex attributes are generighere is a total of 128 vectors of IVM memory where up to 32 vectors (16 is
typical) may be used per vertex. (See description efot/controller dependencies below).

The constant state memory (CSM) represents the constant values which are used in the shader process (i.e rotation
matrices, light positions, etc). This data also has no semantic attachment from the perspectivedéthd\y.
There are 256 vectors of constant memory available.

The temporary register memory (TRM) represents the intermediate storage of temporary values computed during the
shader processThere are a total of 128 vectors of TRM memory where up to 32 etors (12 is typical) may be
used per vertex. (See description of slot/controller dependencies below).

The alternate temporary register memory (ATRM) was added to R300 to allow both a vector engine operation and a
math engine operation to output uniqusules simultaneously. The ATRM can be used in the same manner as the
TRM for regular vector operations except there is only a single read port on the ATRM memory, thus only 1 unique
source operand of an instruction may come from ATRM memory. The ATRMomyamthe only memory that the

math portion of a duaihath operation can writeThere are a total of 20 vectors of ATRM memory where up to

20 vectors (4 is typical) may be used per vertex. (See description of slot/controller dependencies below). (See
description of dual math op for ATRM limitations).

There are 4 address registers arranged as a vector (A0.x,y,z,w) which are signed integer fixed point values. The
address registers can only be used as an offset to the address into the constant nierautgire$s registers are

loaded using a MOV instruction from any of the IVM, CSM, TRM or ATRM. This special MOV instruction will
perform a floating point to fixed point conversion of the selected source vector. There are two separate MOV
instructions forunique float to fix conversion. One is a truncate to minus infinity (the floor() C function), the other
is a round and truncate to minus infinity ( val + 0.5f, followed by floor() C function. The value is clamped between
the range of 256 and 255. Whethis value is added to the constant address of the current operation, the result is
tested for in the range of 0 to MAX_SHADER_CONST where MAX_SHADER_CONST is determined by the
driver as the maximum constant address provided by the shader declaratierefultant address is out of the

range 0 to MAX_SHADER_CONST, (0,0,0,0) is returned on the data path. Therebis@d@ress register select

for each source operand which is used to select between the x,y,z,w components of the address registamlyecto

a single address register (component) may be used for CSM offsets across all of the source operands of a given
instruction. If the address registers are used for offsets to IVM, TRM, ATRM, or OVM, there is no limitation on the
number of addresggisters which can be used.

The output vertex memory (OVM) represents the data that is computed or passed by the shader program. These
locations have semantics attached since they are passed through the clipping, viewport transform, rasterization
process.The locations in the OVM are as follows:

PVS_OUT_POS The output x,y,z,w position. This output vector must be written to by all
shaders.

PVS OUT_PT_SIZE The output scalar point sprite size modifier-comp only.
PVS OUT_CLR(83) The output r,g,b,a coler Support for 4.
PVS OUT_TEX(Q7) The output s,t,r,q textures. Support for 8.

PVS_OUT_FOG The output scalar discrete fog.-cémponent only.
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There are a total of 128 vectors of OUT memory. These values are mapped based on the compression
described belav. (See description of slot/controller dependencies below).

For R300, the driver must remap the shader output memo.!
vectors based on the OVFR register definition. For example, if the onhugdsipresent in the OVFR are Pos,

Pt _Size, CIrl and Tex 2, then these values must be written to output ve8tomfh@ order of the vectors, when

present, is as listed above. Note that Fog does not have an associated vector, it can be pladecbiora®g o

alpha channel. There is a GB_SELECT.FOG_SELECT setting in the raster to control where fog comes from.

Operations are defined generally as

PVS_OP DST_OP.write_mask SRC_OP_A.modifier = SRC_OP_B.modifier
SRC_OP_C.modifier

Different PVS op$ave differing numbers of source operands. The number of source operands for each instruction
is specified below with the function descriptions.

One strict limitation of the PVS model is that a single operation may only use one unique address W) the |

CSM, or ATRM. One, Two, or Three addresses may be used from the TRM (although 3 unique addresses from the
TRM on a single instruction will take 2 cycles in the HW). More than one source operand may utilize the IVM,
CSM, or ATRM memory as long as thalf access the same vector address.

Each source operand has a modifier which can be applied orcamponent basis. There are two basic types of

source operand modification, Swizzle and negation. The swizzle operation is performed first. For @aclecbm

X,¥,Z,W it is possible to define independently which component gets mapped to these components, including a 0.0 or
1.0 value. So for each component you can select from (X, Y, Z, W, 0.0, 1.0). Following the swizzle operation, it is
possible to spéfy a negation of the value on a pgsmponent basis.

The destination operand has a write mask which allows any or all of the vector components to be updated. This is
particularly useful when performing scalar output operations to pack the resulsingleacomponent of a vector
value (since the scalar results are generally emitted on all component channels).

6.5.2 SLOT AND CONTROLLER MANAGEMENT

For R5xx, the input memory size, the temporary memory size, and the output memory size have been increased from
72 to 128 vectors. As stated below, with larger memories, the PVS design can run more efficiently with more
NUM_SLOTS and more NUM_CNTRS.

The R300 PVS design has a degree of flexibility which allows the driver to increase the effectigggesizef
the IVM, TRM, ATRM, and OVM memories at the expense of reduced performance. There are two variables in this
performance tradeoff for R300: (NOTE: a vertex group is 8 vertices per group for R5xx since 8 vector engines)

a. the number of slots (NUM_SLOTS}he max number of vertex groups that can
reside from the input of vertex data to the IVM to the output of vertex data
from the OVM, and

b. the number of controllers (NUM_CNTLRS): the max number of vertex groups
that are available for vector engine processingny given time.
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The IVM and OVM memory flexibility is affected by NUM_SLOTS, while the TRM and ATRM memory flexibility
is affected by the NUM_CNTLRS. In general, the higher the values for NUM_SLOTS and NUM_CNTLRS, the
more efficient (higher performar) the PVS engine will run. The values for NUM_SLOTS and NUM_CNTLRS
are restricted by the vectepervertex required for the active vertex shader program.

The equations for determining valid values for these terms are as follows:

NUM_SLOTS <= MIN(10,VM_SIZE / IVM_VEC_PER_VTX, OVM_SIZE /
OVM_VEC_PER_VTX)

Where IVM_SIZE = 128, OVM_SIZE =128 and IVM_VEC_PER_VTX and
OVM_VEC_PER_VTX are vertex shader dependent values.

NUM_CNTLRS <= MIN(5, TRM_SIZE / TRM_VEC_PER_VTX, ATRM_SIZE /
ATRM_VEC_PER_VTX)

WhereTRM_SIZE =128, ATRM_SIZE = 20, and TRM_VEC_PER_VTX and
ATRM_VEC_PER_VTX are vertex shader dependent values.

Note that NUM_SLOTS and NUM_CNTLRS are permitted to be set too low, but there is a performance penalty for
setting them lower.

Note that when chaging NUM_SLOTS or NUM_CNTLRS, a flush of the PVS engine is required by writing the
VAP_PVS_STATE_FLUSH_REG.

6.5.3 VS3.0 DYNAMIC FLOW CONTROL USING R5xx PREDICATION LOGIC

VS3.0 dynamic flow control is implemented on R5xx in a masimailarto R400 where vect@ngine operations

and math engine operations are used to manipulate a predication bit to mask writes to the temporary memory, the
output memory, the input memory, the alternate temporary memory, and the address register. The operations are
designed to wesa temporary memory location as a stack counter to keep the count of false branches. For nested
if/felse/endif branches, the operations receive as input the stack counter as well as the boolean operation to determine
whether the predication bit is set amntether the stack counter is incremented or decremented. Within the

if/felse/endif construct, the ALU operations are predicated which kills the writes if the predication bit is not set.

A possible implementation of nested if/else/endif constructs isllasvk:

if( Ax==0){ TEMP.w = ME_PRED_SET_EQ AXXXX
if(Ay>0){ TEMP.w = VE_PRED_SET_GT_PUSH TEMP.000w, A.000y
B=C; B = C with pred_enable =1 and pred_sense =1
}else { TEMP.w = ME_PRED_SET_INV TEMP.000w
B =D; B =D with pre d_enable = 1 and pred_sense =1
} TEMP.w = ME_PRED_SET_POP TEMP.000w
}else { TEMP.w = ME_PRED_SET_INV TEMP.000w
If (Az>=0){ TEMP.w = VE_PRED_SET_GTE_PUSHTEMP.000w, A.000z
B=E; B =E with pred_enable = 1 and pred_sense =1
}else { TEMP.w = ME_PRED_SET_INV TEMP.000w
B=F; B =F with pred_enable = 1 and pred_sense =1
} TEMP.w = ME_PRED_SET_POP TEMP.000w
} TEMP.w = ME_PRED_SET_POP TEMP.000w

Firstifbesehté@&ments turn in to ME_PRED_SEGIE®, ME_PRED_
ME_PRED_SET_NEQ depending on the boolean expression. '
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the predication bit and false branch counter to 0 or 1 depending on the result of the boolean expression. Second
| evel or tadements&uminfolVE_ ®RED SET_EQ _PUSH, VE_PRED_SET_GT_PUSH,

VE_PRED_SET_GTE_PUSH, or VE_PRED_SET_NEQ_PUSH. These |
counter as an additional input to determine the final status of the predication bit and théataggaranch counter.

For these Al fd statements, the predication bit wil!/l on|
expression is true. AEl sed statements turn into ME_PR|

an input and only set the predication bit if this counter is 1. If the input false branch counter is 0, the
ME_PRED_SET_INV sets the output false branch counter to 1 for later nesting and resets the predication bit.
AEndi fo statementSETPOR, which dedreoneniviid cRREH2 false branch counter to 0 if
negative.

The ME_PRED_SET_CLR and ME_PRED_SET_RESTORE operations can be used for loop break statements.
The ME_PRED_SET_CLR resets the predication bit and outputs maximum float to fedseH@ranch counter to

an extremely high number to disable successive operations in a breaked loop. The ME_PRED_SET_RESTORE
operation can be used to restore the predication bit and the false branch counter after exiting a breaked loop.

In the R300 arclécture, the best performance is achieved by trying to interlace computations so that an operations
source is not the destination of the preceding operation. In the above example, the false branch stack counter stored
in TEMP.w is a very popular sourcadhdestination operand, and R5xx performance would be better optimized by
finding other operations to interlace between them.

6.5.4 VS3.0 PREDICATION AND SIMPLE DYNAMIC FLOW CONTROL USING R5xx CONDITIONAL
OPCODES

In a manner similar to R400, R5xx has conditianaves, writes, or muxes to support VS3.0 predication and simple
dynamic flow control. For predication support in VS3.0, a temporary memory vector can be used in place of a
predication bit. VE_COND_WRITE_EQ, VE_COND_WRITE_GT, VE_COND_WRITE_GTE, and
VE_COND_WRITE_NEQ have two input vector source operands where the first source operand is a conditional
component write mask for the writing of the second source vector into the destination vector. An example of VS3.0
predication being supported with a caimhal move or write is as follows:

P = pred_set_gt(A.xyzw,Bxyzw); TEMPxyzw = VE_SET_GREATER_THAN(A.xyzw,Bxyzw);
(P) Cxyzw = Dxyzw; Cxyzw = VE_COND_WRITE_NEQ(TEMPxyzw,Dxyzw);
('P) Cxyzw = Exyzw; Cxyzw = VE_COND_WRITE_EQ(TEMPxyzw,Exyzw);

Conditionalmux opcodes include VE_COND_MUX_EQ, VE_COND_MUX_GT, and VE_COND_MUX_GTE

have three input vector source operands where the first source operand is a component mux select selecting between
the second and third source vectors to write the destination vddterabove example can simplified to the

following:

TEMPxyzw = VE_SET_GREATER_THAN(A.xyzw,Bxyzw);
Cxyzw = VE_COND_MUX_EQ(TEMPxyzw,Exyzw,Dxyzw);

The primary limitation of the conditional mux opcodes is that only two of the three source operands cioroome
temporary memory since the temporary memory has only two read ports. A possible solution is using the input
memory as a temporary location for one of the three source operands (the input memory can be written by the vector
and math engine). Also, VEEOND_MUX operations could be reverted into two VE_COND_WRITE

opcoderations as above.
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6.5.5 PVS FLOW CONTROL CAPABILITY

R300 adds the DX9 support for Vertex Shader Flow control. There are 3 types of flow control instructions: JMP,
LOOP and JSR. Up to 16 tottMP, LOOP, and JSR instructions are allowed for any one shader program.

A JMP is a simple conditional JMP from one instruction to another instruction. Only forward jumps are allowed by
DX9. The hardware is capable of backward jumps, but they areaqoshmeended. There is not actually a
conditional jump in R300, if the Boolean jump bit is not set, the the driver should disable the JIMP.

A JSR instruction is a conditional Jump to Subroutine. Similar to the JMP, if the JSR Boolean control is disabled,
thedriver should disable the JSR. Upon reaching the activation instruction, (the JSR), a jump is made to the
subroutine | abel (the jump address). The RET instruct.
RET instruction is reached, it jyma back to the location specified in the VAP_PVS_FLOW_CNTL_ADDRS#

register.

A LOORP instruction allows a set of instructions to be executed multiple times. Upon reaching the loop start

instruction, the loop count is initialized and the fixgaint loop inaX register is initialized. The Loop End
instruction address is temporarily fiactivatedodo such t h:
decremented, the fixgooint loop index register is incremented (by inc_value) and it jumps back toctit&oh

specified in the VAP_PVS_FLOW_CNTL_ADDRS# register. When loop count is decremented to 0, the

LOOP_END instruction is taken out of the temporarily activated list.

R5xx VS3.0 required the following changes to the PVS flow control capability:

1. Loops ad subroutines can be nested up to four levels deep. The official definition is 4 levels of loops and
4 levels of subroutines. The actual R5xx implementation supports 8 total between loops and subroutines
(any combination not to exceed 8). Some speuadts with regard to loop and subroutine nesting:

o Only the innemmost fixedpoint loop index register is accessible for memory addressing.
0 The innermost fixedpoint loop index is visible within all nested subroutines.
0 The fixedpoint loop index is irtialized for a loop on the activation address for the loop.

2. Rb5xx support VS3.0 capability for fixegoint loop index addressing for constant memory, input memory,
output memory and temporary memory. VS3.0 requires support for constant memory, input,ragchory
output memory. Address clamping is only provided for constant memory, and therefore shader validation
should verify all fixedpoint loop index register addressing is within input, output, or temporary boundaries
for that vertex and loop.

3. R5xx suppats VS3.0 capability for the loop repeat construct. The loop repeat is similar to a general loop
except the fixeghoint loop index is not initialized at the activation of the loop. The loop repeat inherits the
fixed-point loop index from the above nestedp. Though the init value is not used, the loop step value is
still used for the loop repeat. This enables the possibility for creative dual loop indexing of memories, but
the general VS3.0 functionality would set the step value to 0. Upon loopt cepegletion, the original
fixed-point loop index is popped back to its goep repeat value. Loop repeats can be nested and use the
fixed-point loop index under a general loop.

4. R5xx VS3.0 supports 16 flow control instructions. VS3.0 treats flow coimstructions in the same
manner as ALU instructions and therefore has a logical maximum of 512 flow control instructions if no
ALU instructions were used. However, the 16 R5xx flow control registers can really equate to
approximately 32 VS3.0 flow contrinstructions since an R5xx loop instruction includes the loop begin
and the loop end and a R5xx subroutine call includes the call, the subroutine start, and the subroutine
return.

*NOTE: When a loop count is set to 0, the driver must change the laopcitien to a jump instruction to jump
over the loop, since the control flow in the HW is done at the end of the loop.

Details on the language syntax are described below.

Caveats:
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When a loop count is changed to 0, the driver must change this loop jarbp & the enef-loop label.

Jump Instruction

jump b#, labelname;

b# is a boolean flow control constant register signified by "b" and "#" can range
from O to 15

labelnamemust be defined downstream and terminated with a ":"

There are 16 flow contf@onstant registers of 1bit boolean type

Jumps are conditional (the jump will only occur if the value in the specified
boolean flow control constant is '1")

Example
mul

mad
jump b2, end;

mad
rcp

end:
mul
out

Subroutine Call Instruction

call

Pown

7.
8.

b#, labelname;

b# is a boolean flow control constant register signified by "b" and "#" can range
from O to 15

labelnamemust be defined downstream and terminated with a ":"

There are 16 flow control constant registers of hbilean type

Subroutine calls are conditional (the call will only occur if the value in the

specified flow control constant is na@ero)

A subroutine block is defined as the code between the label referenced when called
to the return from subroutine imgttion

Loop instructions are allowed inside the subroutine block as long as the end of loop
label is also within the same subroutine block

Nested subroutines and loops are allowed to a depth of 8 total.

A parent fixedpoint index is visible through allbroutine nesting.

Example
call b5 normalize;

Return from Subroutine
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ret;
1. The "ret" instruction is used to indicate the end of a subroutine

Example

normalize:
dp3 r0.w, r0, r0;
rsq rO.w r0.w;
mul r0, r0, rO.w;
ret;

Loop Instruction

loop i#, labelname;

1.

2.

©®

i# is an integer flow control constant register signified by "i" and "#" can range from
Oto 15

The 'i' registeis comprised of three components ibop count (range 0 to 255), i#.i
initial value (range from 0 to 255), and i#.etvalue (range frorl28 to 127)

which when referenced as i# is an integer scalar defined by i# =n##.s wheren

is the number of times the loop has been traversed The loop value is clamped to be
in the rangei(25671 255) if it over/underflows.

For the "loop" instruction, only the first component (initial value) of the
is used and the i#.s step value is ignored and treated as '1'
labelnamemust be defined downstream and terminated with a ":"

The loop will be traversed i#.c times redi@ss of the i#.i and i#.s values
A zero value i#.c loop count is treated as??? so may not be supported (thendyiver
be required to preprocess this case to be a jump to thefdéndp label)

Jump instructions are allowed withénloop block as longs the jump target label is
also within the same loop block

Jump Subroutine instructions are allowed within a loop block

Nested subroutines and loops are allowed to a depth of 8 total.

i" register

Example

mul

mad

loop i13, endloop;
mad
mul

endloop:

mul

out

Loop Instruction With Auto -Increment

iloop i#, labelname;

1.

i# is an integer flow control constant register signified by "i" and "#" can range from
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Oto 15

2. The 'i' registeis comprised of three components itaop count (range 0 to 255), i#.i
initial value (range from 0 to 255), and i#.s step value (range fi@&to 127)
which when referenced as i# is an integer scalar defined by i# =n##.s wheren
is the number of times the loop has been traversed The loop value is clamped to be
in the rangei(2567 255) if it over/underflows.

labelnamemust be defined downstream and terminated with a ":"
4. The loop will be traversed i#.c times regardless of the i#.i and i#.s values

A zero value i#.c loop count is treated as??? so may not be gftbe driver may
be required to preprocess this case to be a jump to thefdodp label)

6. Jump instructions are allowed witham iloop block as long as the jump target label
is also within the same iloop block

7. Jump Subroutine instructions are alloweithin an iloop block
8. Nested subroutines and loops are allowed to a depth of 8 total.

9. With nested loops, only the innarost fixedpoint loop index is accessible for ALU
source operand addressing. The resulting address is not clamped for the input,
outpu, and temporary memories so shader validation is required to ensure all
addressing using the fixgabint loop index is within the boundaries for that vertex
and loop.

10. A loop repeat construct does not initialize the fixmnt loop index. The loop
repeatnherits the fixegpoint loop index from the above nested loop. Though the
init value is not used, the loop step value is still used for the loop repeat. This
enables the possibility for creative dual loop indexing of memories, but the general
VS3.0 furctionality would set the step value to 0. Upon loop repeat completion, the
original fixed-point loop index is popped to its pl@op repeat value.

Example

mul

mad

iloop i5, endloop;
mul
mad r0, r0, c[i5]; // faster to use loop countdran a0
add

endloop:

mul

out

6.5.6 DUAL MATH OP USAGE

The R300 PVS design enables the ability to use both the Vector Engine and the Math Engine on the same clock. An
instruction which combines a Vector Engine and a Math Engine instruction will bedterdeaiMath Instruction.

A Dual-Math Instruction has the following restrictions:

The Vector Instruction of a Dudllath Inst must not use more than 2 source operands because the Math Instruction
definition is stored in the"3source operand bits of tiestruction field.

© 2008 Advanced Micro Devices, Inc.
Proprietary 75



AMDH Revision 13 March 30, 2008

The Math Instruction of a Dudllath Inst must have 2 or less source scalar operands which must both come from a
single source vector. Swizzles enable the two scalar operands to come from any components of the single source
vector.

The Vector Instruction of a Dudllath Inst cannot have the destination operand use the ATRM memory.

The Math Instruction of a Dudllath Inst can only use the ATRM memory as the destination operand and can only
write to locations €8 and cannot use relatieeldressing (address register).

The combined instructions source operands must conform to the same memory restrictions as a single op (1 unique
src from CSM, IVM, ATRM, 2 unique src from TRM (3 unique src from TRM only allowed for single op Vector
Macro nst)).

6.5.7 VECTOR INSTRUCTIONS
VE_DOT_PRODUCT: 2 VECTOR SOURCE OPERANDS

OUT.X = (IN_AX *IN_B.X) + (IN_A.Y *IN_B.Y)
+(IN_AZ*IN_B.Z) + (IN_AW * IN_B.W));
OUT.Y = OUT.Z = OUT.W = OUT.X
VE_MULTIPLY: 2 VECTOR SOURCE OPERANDS
OUT.X = IN_A.X *IN_B.X;
OUT.Y = IN_A.Y *IN_B.Y;
OUT.Z=IN_AZ*IN_B.Z
OUT.W = IN_AW * IN_B.W;
VE_ADD: 2 VECTOR SOURCE OPERANDS
OUT.X = IN_AX + IN_B.X;
OUT.Y =IN_AY +IN_B.Y;
OUT.Z=IN_AZ+IN_B.Z;
OUT.W = IN_AW + IN_B.W;
VE_MULTIPLY_ADD: 3 VECTOR SOURCE O PERANDS (MACRO IF 3 UNIQUE TEMPS)
OUT.X = (IN_AX *IN_B.X) + IN_C.X;
OUT.Y = (IN_A.Y *IN_B.Y) + IN_C.Y;
OUT.Z=(IN_AZ*IN_B.Z) +IN_C.Z;

OUT.W = (IN_AW * IN_B.W) + IN_C.W;
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VE_DISTANCE_VECTOR: 2 VECTOR SOURCE OPERANDS
OUT.X =1.0;
OUT.Y = IN_A.Y *IN_B.Y;
OUT.Z=IN_A.Z,
OUT.W = IN_B.W,
Potentially wuseful as follows (XX = Dondét Car e,
IN_A=(XX,D*D, D*D, XX)
IN._B = (XX, 1/D, XX, 1/D)
OUT = (1.0, D, D*D, 1/D) for light attenuation multiply.
VE_FRACTION: 1 VECTOR SOURCE OPERAND
OUT.X = IN_A.Xi FLOOR(IN_A.X);
OUT.Y =IN_A.Y i FLOOR(IN_A.Y);
OUT.Z=IN_A.Zi FLOOR(IN_A.Z);
OUT.W = IN_AWi FLOOR(IN_A.W);

This function returns the positive difference between a floating point number and the
largest integer numbeeds than the floating point number.

VE_MAXIMUM: 2 VECTOR SOURCE OPERANDS
OUT.X = MAX(IN_A.X, IN_B.X);
OUT.Y = MAX(IN_A.Y, IN_B.Y);
OUT.Z = MAX(IN_A.Z, IN_B.Z);

OUT.W = MAX(IN_A.W, IN_B.W);

VE_MINIMUM: 2 VECTOR SOURCE OPERANDS
OUT.X = MIN(IN_A.X, IN_B.X);
OUT.Y = MIN(IN_A.Y, IN_B.Y);

OUT.Z = MIN(IN_A.Z, IN_B.Z);
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OUT.W = MIN(IN_A.W, IN_B.W);

VE_SET_GREATER_THAN_EQUAL: 2 VECTOR SOURCE OPERANDS
OUT.X = (IN_A.X >= IN_B.X) ? 1.0 : 0.0;
OUT.Y = (IN_A.Y >= IN_B.Y) 2 1.0 : 0.0;
OUT.Z = (IN_A.Z>=IN_B.Z) ? 1.0, 0.0;

OUT.W = (IN_AW >=IN_B.W) ? 1.0, 0.0;

VE_SET_LESS_THAN: 2 VECTOR SOURCE OPERANDS
OUT.X = (IN_A.X < IN_B.X) ? 1.0, 0.0;
OUT.Y = (IN_A.Y < IN_B.Y) ? 1.0, 0.0;
OUT.Z=(IN_A.Z<IN_B.Z) ? 1.0, 0.0;
OUT.W = (IN_A.W < IN_B.W) ?1.0, 0.0;

VE_MULTIPLYX2_ADD: 3 VECTOR SOURCE OPERANDS (MACRO IF 3 UNIQUE
TEMPS)

OUT.X = (2.0 * (IN_AX *IN_B.X)) + IN_C.X;
OUT.Y = (2.0 *(IN_A.Y *IN_B.Y)) + IN_C.Y;
OUT.Z=(2.0*(IN_A.Z*IN_B.Z)) + IN_C.Z;
OUT.W = (2.0 * (IN_AW * IN_B.W)) + IN_CW;

VE_MULTIPLY_CLAMP: 3 VECTOR SOURCE OPERANDS (NO MACRO-> NO 3
UNIQUE TEMPS)

IF(C.W < (AW * B.W)) {
OUT.X = C.W;
} ELSE IF(C.X >= (A.X * B.X)) {
OUT.X =C.X;
} ELSE {

OUT.X=AX*B.X;

}
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OUT.Y =0OUT.Z = OUT.W = OUT.X;

This functionis used for point sprite clamping. May or may not be useful for other
functions.

VE_FLT2FIX_DX: 1 VECTOR SOURCE OPERAND
OUT.X = FLOOR(IN_A.X);
OUT.Y = FLOOR(IN_A.Y);
OUT.Z = FLOOR(IN_A.Z);

OUT.W = FLOOR(IN_A.W);

This function is a componemtise float to fixed conversion which returns the largest
integer less than the input value. This function is used to load the address register.

VE_FLT2FIX_DX_RND: 1 VECTOR SOURCE OPERAND
OUT.X = FLOOR(IN_A.X + 0.5);
OUT.Y = FLOOR(IN_A.Y + 0.5);
OUT.Z = FLOOR(IN_A.Z + 0.5);

OUT.W = FLOOR(IN_A.W + 0.5);

This function is a componemtise float to fixed conversion which returns the nearest
integer to the input value. This function is used to load the address register.

VE_PRED_SET_EQ PUSH: 2 VECTGR SOURCE OPERANDS
IF( (IN_B.W==0) && (IN_A.W==0) ) {
PREDICATE_BIT = 1;
OUT.W =0;
} ELSE {
PREDICATE_BIT = 0;

OUT.W = IN_AW + 1.0;

OUT.X=0UT.Y = OUT.Z = OUT.W,

VE_PRED_SET_GT_PUSH: 2 VECTOR SOURCE OPERANDS

IF( (IN_B.W>0) && (IN_A.W==0) ) {
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PREDICATE_BIT = 1;
OUT.W =0;

} ELSE {
PREDICATE_BIT = 0;

OUT.W =IN_AW + 1.0;

OUT.X = OUT.Y = OUT.Z = OUT.W;
VE_PRED_SET _GTE_PUSH: 2 VECTOR SOURCE OPERANDS
IF( (IN_B.W>=0) && (IN_A.W==0) ) {
PREDICATE_BIT = 1;
OUT.W =0;
} ELSE {
PREDICATE_BIT = 0;

OUT.W = IN_AW + 1.0;

OUT.X = OUT.Y = OUT.Z = OUT.W;
VE_PRED_SET_NEQ PUSH: 2 VECTOR SOURCE OPERANDS
IF( (IN_B.W!=0) && (IN_A.W==0) ) {
PREDICATE_BIT =1;
OUT.W =0;
} ELSE {
PREDICATE_BIT = 0;

OUT.W = IN_AW + 1.0;

OUT.X=0UT.Y = OUT.Z = OUT.W,
VE_COND_WRITE_EQ4 : 2 VECTOR SOURCE OPERANDS

WRITE_ENABLE[0] = (IN_A.X==0) ? 1: 0;
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WRITE_ENABLE[1] = (IN_A.Y==0)? 1: 0;
WRITE_ENABLE[2] = (IN_A.Z==0) ? 1 : 0;
WRITE_ENABLE[3] = (IN_AW==0)?1:0;

OUT = IN_B;

VE_COND_WRITE_GT4 : 2 VECTOR SOURCE OPERANDS

WRITE_ENABLE[0] = (IN_A.X>0)? 1: 0;
WRITE_ENABLE[1] = (IN_A.Y>0)? 1:0;
WRITE_ENABLE[2] = (IN_A.Z>0)? 1: 0;
WRITE_ENABLE[3] = (IN_AW>0)?1:0;

OUT = IN_B;

VE_COND_WRITE_GTE4 : 2 VECTOR SOURCE OPERANDS

WRITE_ENABLE[0] = (IN_A.X>=0)?1:0;
WRITE_ENABLE[1] = (IN_AY>=0)?1:0;
WRITE_ENABLE[2] = (IN_A.Z>=0) 2 1: 0;
WRITE_ENABLE[3] = (IN_AW>=0) 21 : 0;

OUT = IN_B;

VE_COND_WRITE_NEQ4 : 2 VECTOR SOURCE OPERANDS

WRITE_ENABLE[0] = (IN_A.X!=0) ? 1: 0;
WRITE_ENABLE[1] = (IN_A.Y!=0)? 1: 0;
WRITE_ENABLE[2] = (IN_A.ZI=0)?1: 0;
WRITE_ENABLE[3] = (IN_AW!=0) 2 1: 0;

OUT = IN_B;

VE_COND_MUX_EQ4 : 3 VECTOR SOURCE OPERANDS

/[ only 2 unique input vectors can be from temporary storage
OUT.X = (IN_AX==0)?IN_B.X:IN_C.X;
OUT.Y = (IN_A.Y==0)?IN_B.Y:IN_C.Y;

OUT.Z=(IN_AZ==0)?IN_B.Z:IN_C.Z;
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OUT.W = (IN_A.W==0) AN_B.W : IN_C.W;
VE_COND_MUX_GT4: 3 VECTOR SOURCE OPERANDS
/[ only 2 unique input vectors can be from temporary storage
OUT.X = (IN_AX>0)?IN_B.X:IN_C.X;
OUT.Y =(IN_A.Y>0)? IN_B.Y : IN_C.Y;
OUT.Z=(IN_AZ>0)?IN_B.Z:IN_C.Z;
OUT.W = (IN_AW>0)? IN_B.W:IN_C.W;
VE_COND_MUX_GTE4 : 3 VECTOR SOURCE OPERANDS
/I only 2 unique input vectors can be from temporary storage
OUT.X = (IN_AX>=0)?IN_B.X:IN_C.X;
OUT.Y = (IN_AY>=0)? IN_B.Y: IN_C.Y;
OUT.Z=(IN_AZ>0)?IN_B.Z:IN_C.Z;
OUT.W = (IN_AW>=0)? IN_B.W: IN_C.W;
VE_SET_GREATER_THAN: 2 VECTOR SOURCE OPERANDS
OUT.X = (IN_A.X>IN_B.X) ?1.0: 0.0;
OUT.Y = (IN_A.Y >IN_B.Y) ?1.0: 0.0;
OUT.Z=(IN_A.Z>IN_B.Z) ? 1.0, 0.0;
OUT.W = (IN_AW > IN_BW) ? 1.0, 0.0;
VE_SET_EQUAL: 2 VECTOR SOURCE OPERANDS
OUT.X = (IN_A.X == IN_B.X) ? 1.0 : 0.0;
OUT.Y = (IN_A.Y==IN_B.Y) 2 1.0: 0.0;
OUT.Z=(IN_A.Z==1IN_B.Z2) ? 1.0, 0.0;
OUT.W = (IN_A.W == IN_B.W) ? 1.0, 0.0;
VE_SET_NOT_EQUAL: 2 VECTOR SOURCE OPERANDS
OUT.X = (IN_AX!=IN_B.X) ?1.0:0.0;
OUT.Y =(IN_A.Y I=IN_B.Y) ?1.0: 0.0;

OUT.Z=(IN_A.Z'=IN_B.Z) 2 1.0, 0.0;
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OUT.W = (IN_A.W != IN_B.W) ? 1.0, 0.0;

NOTES
* A Vector Move Instruction can be accomplished via a VE_ADD with other samperand set to (0,0,0,0).

* A 3-Component Dot Product can be accomplished via a VE_DOT_PRODUCT "hitbrdponents forced to Q.0

6.5.8 SCALAR INSTRUCTIONS

The scalar (math) instructions have changed their src operands somewhat for R300. The geneeahsules ar
follows:

1. Only w channels of src operands are available for math ops

2. For all 1 source operand instructions, the input is IN_A.W (except for ME_EXP_BASEE_FF
because of rule 3 below)

3. All source operands which are powers (e”x, 2”x, X"y, etc) will beNoi€IW, all source operands
which are bases will be on IN_A.W and all sources which are clamps will be on IN_B.W. As long
as the compiler (driver) replicates the last valid src operand to all unused src operands, the
behavior looks clean as follows:

i. 1 souce operand instructions (like e”x), the x would be in IN_C.W, but it can appear as
if in IN_A.W as long as this value is replicated

ii. 2 source operand instructions (like xy), the base is in the IN_A.W, and the pow is in
IN_C.W, but it can appear as if in IIB.W as long as this value is replicated.

All of the function definitions below are written with the assumption that the last valid source operand is replicated

to the Aunusedd source operands. The HWetides iérsliesont al wa
the replication. These will be noted in comments below.
ME_EXP_BASE2_DX: 1 SCALAR SOURCE OPERAND

OUT.X = 2 A FLOOR(IN_A.W);
IF (IN_A.W > 128.0) {

OUT.Y = 0.0; //NOTE: THIS IS NOT EQUIV TO DX BEHAVIOR
} ELSE {

OUT.Y = FRAC(N_A.W);

}
OUT.Z =2 " (IN_A.W);
OUT.W =1.0;
ME_LOG_BASE2_DX: 1 SCALAR SOURCE OPERAND

IF(IN_A.W == 0.0) {
OUT.X = MINUS_MAX_FLOAT;
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OUT.Y =1.0;
OUT.Z = MINUS_MAX_FLOAT;
OUT.W = 1.0;

} ELSE {
OUT.X = Unbiased exponent of ABS(IN_A.W3 #oat(i.e. 4.0> 2.0);
OUT.Y = mantissa of IN_A.W as float (1.0 <= OUT.Y < 2.0);
OUT.Z = LOG2(ABS(IN_A.W));
OUT.W =1.0;

}

ME_EXP_BASEE_FF:1 SCALAR SOURCE OPERAND

OUT.X = e " (IN_A.W); /INOTE WAS IN_A.X FOR R200 *FROM C.W, IN_A.W if operand
replicate

OUT.Y = OUT.Z = OUT.W = OUT.X;

ME_LIGHT_COEFF_DX: 3 SCALAR SOURCE OPERANDS (NO MACRO -> NO 3 UNIQUE
TEMPS)

This function was a single vector source operand for R200. Now it uses 3 vector source operands
(w components only).

The 3 operands mebe the same vector using different swizzles to emulate R200 behavior.

OUT.X =1.0;
OUT.Y = MAX(IN_B.W, 0.0);
IF(IN_B.W > 0) {

IN_C.W = CLAMP(IN_C.W,-128.0, 128.0);

OUT.Z = (MAX(IN_A.W, 0.0)) * IN_C.W;
} ELSE {
OUT.Z =0.0;

}
ouTWw=1.0

ME_POWER_FUNC_FF: 2 SCALAR SOURCE OPERANDS (IN ONE VECTOR)
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IF(IN_AW < 0.0) {

OUT.X =- (ABS(IN_A.W) N IN_B.W); //IN_B.W is from IN_C.W, but same if operand
replicate

} ELSE {
OUT.X = IN_AW " IN_B.W;
}

OUT.Y = OUT.Z = OUT.W = OUT .X;

Speial cases (in order of detection) are (using x*n notation):

0.0~n A Plus Infinity

0.0’n A 0.0

X~ 0.0A 1.0

InfA-nA 0.0

Inf An -> Inf

IF (x>1.0 and n ==Inf) A 0.0

IF (x <1.0 and n ==Inf) A Inf

IF (x >1.0 and n == Infp Inf

IF (x <1.0 ad n == Inf)A 0.0
ME_RECIP_DX: 1 SCALAR SOURCE OPERAND

OUT.X=1.0/IN_AW

OUT.Y = 0OUT.Z = OUT.W = OUT.X;

An input of 0.0 yields a result of MAX_FLOAT.
ME_RECIP_FF: 1 SCALAR SOURCE OPERAND

OUT.X=1.0/IN_AW

OUT.Y = OUT.Z =OUT.W = OUT.X;

An input of 0.0 yields a result of zero.
ME_RECIP_SQRT_DX: 1 SCALAR SOURCE OPERAND

OUT.X = 1.0 / SQRT(ABS(IN_A.W))

OUT.Y = 0OUT.Z = OUT.W = OUT.X;
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An input of 0.0 yields a result of MAX_FLOAT.
ME_RECIP_SQRT_FF: 1 SCALAR SOURCE OPERAND
OUT.X = 1.0 / SQRT(ABS(IN_A.W))
OUT.Y = OUT.Z = OUT.W = OUT.X;
An input of 0.0 yields a result of zero.
ME_MULTIPLY: 2 SCALAR SOURCE OPERANDS (IN ONE VECTOR)
OUT.X=IN_AW *IN_B.W,
OUT.Y = OUT.Z = OUT.W = OUT.X;
ME_EXP_BASE2: 1 SCALAR SOURCE OPERAND
OUT.X = 2.0~ (IN_A.W); /*FROM C.W, IN_A.W if operand replicate
OUT.Y = OUT.Z = OUT.W = OUT.X;
ME_LOG_BASEZ2: 1 SCALAR SOURCE OPERAND
OUT.X = LOG2(ABS(IN_A.W));
OUT.Y = OUT.Z = OUT.W = OUT.X;
An input of 0.0 yields a result of MIUS_MAX_FLOAT.
ME_POWER_FUNC_FF _CLAMP_B: 3 SCALAR SOURCE OPERANDS (NO MACRO)
IF (IN_AW <IN_B.W) {//IN_B.W is the clamp value.
OUT.X =0.0;
} ELSE {

SAME BEHAVIOR ASME_POWER_FUNC_FFWITH IN_A.W as base antN_C.W as
power (not IN_B.W)

}

OUT.Y = OUT.Z = OUT.W = OUT.X;

ME_POWER_FUNC_FF_CLAMP_B1: 3 SCALAR SOURCE OPERANDS (NO MACRO)
IF (IN_A.W < IN_B.W) {//IN_B.W is the clamp value.
OUT.X =0.0;

} ELSE IF (IN_AW > 1.0) {
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OUT.X = 1.0;
} ELSE {

SAME BEHAVIOR ASME_POWER_FUNC_FFWITH IN_A.W as base antN_C.W as
power (not IN_B.W)

}

OUT.Y =0OUT.Z = OUT.W = OUT.X;

ME_POWER_FUNC_FF_CLAMP_01: 2 SCALAR SOURCE OPERANDS
IF (IN_A.W <= 0.0) {
OUT.X = 0.0;
} ELSE IF (IN_A.W > 1.0) {
OUT.X = 1.0;
} ELSE {
SAME BEHAVIOR ASME_POWER_FUNC_FF

}
OUT.Y =0OUT.Z = OUT.W = OUT.X;

ME_SIN: 1 SCALAR SOURCE OPERAND
OUT.X = SIN(IN_A.W);

OUT.Y = OUT.Z = OUT.W = OUT.X;
The hardware implementation of SIN/COS clamps the input, including nans and ipistote-pi
before compting the output, so for any inputs outside that range, cos{kland sin(x) = 0. Except
for inputs of zero where sin(0) = 0, the minimum value that this function will output is +/
0x33800000. In other words, the absolute value of the output is alatm@x33800000 minimum
except for sin(0) and sin(-pf).

ME_COS: 1 SCALAR SOURCE OPERAND
OUT.X = COS(IN_A.W);

OUT.Y = OUT.Z = OUT.W = OUT.X;
The hardware implementation of SIN/COS clamps the input, including nans and wpigate-pi
before compting the output, so for any inputs outside that range, cos{kland sin(x) = 0. Except
for inputs of zero where sin(0) = 0, the minimum value that this function will output is +/
0x33800000. In other words, the absolute value of the output is aiaim@®x33800000 minimum
except for sin(0) and sin(-pf).

ME_LOG_BASE?2_|EEE: 1 SCALAR SOURCE OPERAND
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OUT.X = LOG2(ABS(IN_A.W));
OUT.Y = OUT.Z = OUT.W = OUT.X;
An input of 0.0 yields a result of minus infinity.

ME_RECIP_IEEE: 1 SCALAR SOURCE OPERAND
OUT.X=1.0/IN_AW

OUT.Y = OUT.Z = OUT.W = OUT.X;
An input of 0.0 yields a result of infinity.
ME_RECIP_SQRT_IEEE: 1 SCALAR SOURCE OPERAND
OUT.X = 1.0/ SQRT(ABS(IN_A.W))
OUT.Y = OUT.Z = OUT.W = OUT.X;
An input of 0.0 yields a rest of infinity.
ME_PRED_SET_EQ: 1 SCALAR SOURCE OPERAND
IF(IN_A.W==0) {
PREDICATE_BIT =1,
OUT.X=0UT.Y =0UT.Z=0UT.W =0;
} ELSE {
PREDICATE_BIT = 0;
OUT.X =OUT.Y =OUT.Z=0UT.W =1,
}
ME_PRED_SET_GT: 1 SCALAR SOURCE OPERAND
IF(IN_A.W > 0) {
PREDICATE_BIT = 1;
OUT.X = OUT.Y = OUT.Z = OUT.W =0;
} ELSE {
PREDICATE_BIT =0;

OUT.X=0UT.Y =0UT.Z=0UT.W =1;
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ME_PRED_SET_GTE: 1 SCALAR SOURCE OPERAND
IF(IN_A.W >= 0) {
PREDICATE_BIT = 1;
OUT.X = OUT.Y = OUT.Z = OUT.W = 0;
} ELSE {
PREDICATE_BIT = 0;
OUT.X = OUT.Y = OUT.Z = OUT.W =1;
}
ME_PRED_SET_NEQ: 1 SCALAR SOURCE OPERAND
IF(IN_AW != 0) {
PREDICATE_BIT = 1;
OUT.X = OUT.Y = OUT.Z = OUT.W = 0;
} ELSE {
PREDICATE_BIT = 0;
OUT.X = OUT.Y =0OUT.Z = OUT.W =1;
}
ME_PRED_SET_CLR: 0 SCALAR SOURCE OPERANDS
PREDICATE_BIT = 1;
OUT.X = OUT.Y = OUT.Z = OUT.W = MAX_FLOAT;
ME_PRED_SET_INV: 1 SCALAR SOURCE OPERAND
IF(IN_A.W==1) {
PREDICATE_BIT = 1;
OUT.X = OUT.Y = OUT.Z = OUT.W =0;
} ELSE {
PREDICATE_BIT = 0;
IF(IN_A.W==0) {

OUT.X =0UT.Y =0UT.Z=0UT.W = 1;
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} ELSE {

OUT.X=O0UT.Y =0UT.Z = OUT.W = IN_A.W;

}
ME_PRED_SET_POP: 1 SCALAR SOURCE OPERAND
OUT.W = IN_AWi 1.0;
IF(OUT.W < 0) {
PREDICATE_BIT = 1;
OUT.W =0;
} ELSE {
PREDICATE_BIT = 0;
}
OUT.X = OUT.Y = OUT.Z = OUT.W;
ME_PRED_SET_RESTORE: 1 SCALAR SOURCE OPERAND
IF(IN_A.W==0) {
PREDICATE_BIT = 1;
OUT.X = OUT.Y = OUT.Z = QT.W = 0;
} ELSE {
PREDICATE_BIT = 0;

OUT.X =0OUT.Y = OUT.Z=0OUT.W = IN_A.W;

6.5.9 PVS INSTRUCTION DEFINITION
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PVS INSTRUCTION

Description of PVS 128bit Instruction for Vector Memory

Field Name Bit(s) Description
PVS OP DST OPERAND 31:0 | Defines tle opcode and destination operand.
PVS _SRC _OPERAND O 63:32 | Defines the first source operand for the instruction.
PVS _SRC_OPERAND_1 95:64 | Defines the first source operand for the instruction.
PVS _SRC_OPERAND_2 127:96 | Defines the first source operand foetinstruction.

PVS Source Operand Description
Applies to PVS SRC_OPERAND 0,1 & 2

Field Name Bit(s) Description

PVS _SRC REG _TYPE 1.0 Defines the Memory Select (Register Type) for the Source Operand. S
Below.

SPARE_O 2

PVS_SRC_ABS_XYZW 3 If set, Take absolute value of all 4 components of input vector.

PVS_SRC_ADDR_MODE_O 4 Combine ADDR_MODE_1 (msb) with ADDR_MODE_O (Isb) to fornbi2
ADDR_MODE as follows:
0 = Absolute addressing
1 = Relative addressing using AO register
2 = Relative addressingimg 10 register (loop index)

PVS SRC_OFFSET 12:5 | Vector Offset into selected memory (Register Type)

PVS_SRC _SWIZZLE_ X 15:13 | X-Component Swizzle Select. See Below

PVS _SRC_SWIZZLE Y 18:16 | Y-Component Swizzle Select. See Below

PVS_SRC _SWIZZLE 7 21:19 | Z-Component Swizzle Select. See Below

PVS_SRC_SWIZZLE W 24:22 | W-Component Swizzle Select. See Below

PVS_SRC_MODIFIER_X 25 If set, Negate X Component of input vector.

PVS_SRC_MODIFIER_Y 26 If set, Negate Y Component of input vector.

PVS_SRC_MODIFIER_zZ 27 If set, Negate Z Component of input vector.

PVS_SRC_MODIFIER_W 28 If set, Negate W Component of input vector.

PVS_SRC_ADDR_SEL 30:29 | When PVS_SRC_ADDR_MODE is set, this selects which component of
4-component address register to use.

PVS_SRC_ADDR_MODE1 31 Combine ADDR_MODE_1 (msb) with ADDR_MODE_O0 (Isb) to forabR
ADDR_MODE as follows:
0 = Absolute addressing
1 = Relative addressing using A0 register
2 = Relative addressing using 10 register (loop index)

The memory selects (or register type)idalelections are as follows:
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SOURCE REG_TYPES:
PVS SRC_REG_TEMPORARY =0; //Intermediate storage
PVS_SRC_REG_INPUT =1; /linput Vertex Storage
PVS SRC_REG_CONSTANT =2; //Constant State Storage
PVS SRC REG_ALT _TEMPORARY = 3; //Alternate Intermediate Storage

The valid swizzle selects are as follows:

PVS SRC SELECT X =0; //Select X Component
PVS _SRC_SELECT_Y =1; //Select Y Component
PVS_SRC_SELECT Z =2; /ISelect Z Component
PVS SRC SELECT W = 3; //Select W Compment

PVS SRC_SELECT_FORCE_0=4; //[Force Componentto 0.0

PVS SRC_SELECT_FORCE_1=15; //[Force Componentto 1.0

For R5xx VS3.0, the PVS_SRC_ABS_XYZW bits enables the absolute value for the four components of the source
vector.
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PVS Opcode & Destinatimn Operand Description

Field Name Bit(s) Description
PVS DST_OPCODE 5.0 Selects the Operation which is to be performed.
PVS_DST_MATH_INST 6 Specifies a Math Engine Operation
PVS DST_MACRO_INST 7 Specifies a Macro Operation
PVS DST _REG _TYPE 11:8 | Defines the Memory Select (Register Type) for the Dest Operand.
PVS_DST_ADDR_MODE _1 12 Combine ADDR_MODE_1 (msb) with ADDR_MODE_0 (Isb) to fornbi

ADDR_MODE as follows:

0 = Absolute addressing

1 = Relative addressing using AO register

2 = Relative addressingsing 10 register (loop index)

PVS _DST_OFFSET 19:13 | Vector Offset into the Selected Memory

PVS_DST_WE_X 20 Write Enable for X Component

PVS DST WE_Y 21 Write Enable for Y Component

PVS DST WE _Z 22 Write Enable for Z Component

PVS_DST_WE_W 23 Write Enable for W Component

PVS _DST_VE_SAT 24 Vector engine operation is saturate clamped between 0 and 1 (all
components)

PVS DST_ME_SAT 25 Math engine operation is saturate clamped between 0 and 1 (all compor]

PVS_DST_PRED_ENABLE 26 Operation is preditcadi Operation writes if predicate bit matches predica
sense.

PVS DST_PRED_SENSE 27 Operation predication sensdf set, operation writes if predicate bit is set.
reset, operation writes if predicate bit is reset.

PVS DST _DUAL _MATH_OP 28 Set to @scribe a duatath op.

PVS DST_ADDR_SEL 30:29 [ When PVS_DST_ADDR_MODE is set, this selects which component of
4-component address register to use.

PVS_DST_ADDR_MODE_O 31 Combine ADDR_MODE_1 (msb) with ADDR_MODE_0 (Isb) to forab2

ADDR_MODE as folbws:

0 = Absolute addressing

1 = Relative addressing using AO register

2 = Relative addressing using 10 register (loop index)

For R5xx VS3.0, the PVS_DST_VE_SAT and PVS_DST_ME_SAT bits enable a zero to one saturate clamp for all
four component of the opiit.

For R5xx VS3.0, the PVS_DST_PRED_ENABLE and PVS_DST_PRED_SENSE bits enable predicated writes for
the temporary memory, the output memory, the alternate temporary memory, the address register, and the input
memory. The PVS_DST_PRED_ENABLE enablesfdasure while PVS_DST_PRED_SENSE determines the
polarity of the predication bit for the write to be enabled. When the predication bit matches the predication sense,
the predicated write is enabled. For dual vector/math engine operations, both oparatfmeslicated.

The PVS_DST_MACRO_INST bit was meant to be used for MACROS such as awettor multiply, but
currently is only set for the following cases:
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1 AVE_MULTIPLY_ADD or VE_MULTIPLYX2_ADD instruction with all 3 source operands using
uniqgue PVSREG_TEMPORARY vector addresses. Since R300 only has two read ports on the temporary
memory, this special case of these instructions is broken up (by the HW) into 2 operations.

1 When the MACRO enable bit is set, the opcode (lower 6 bits is remapped asfollo
PVS_MACRO_OP _2CLK_MADD =0
PVS_MACRO_OP_2CLK_M2X ADD =1

The PVS_DST_MATH_INST is used to identify whether the instruction is a Vector Engine instruction or a Math
Engine instruction.

The PVS_DST_OPCODE values are listed below:

VECTOR_NO_OP =0
VE_DOT_PRODUCT =1
VE_MULTIPLY =2
VE_ADD =3
VE_MULTIPLY_ADD =4
VE_DISTANCE_VECTOR =5
VE_FRACTION =6
VE_MAXIMUM =7
VE_MINIMUM =8
VE_SET_GREATER_THAN_EQUAL =9
VE_SET_LESS_THAN =10
VE_MULTIPLYX2_ADD =11
VE_MULTIPLY_CLAMP =12
VE_FLT2FIX_DX =13
VE_FLT2FIX_DX_RND =14
/I NEW R5xx OPCODES below
VE_PRED_SET_EQ_PUSH =15
VE_PRED_%T _GT_PUSH =16
VE_PRED_SET_GTE_PUSH =17
VE_PRED_SET_NEQ_PUSH =18
VE_COND_WRITE_EQ =19
VE_COND_WRITE_GT =20
VE_COND_WRITE_GTE =21
VE_COND_WRITE_NEQ =22
VE_COND_MUX_EQ =23
VE_COND_MUX_GT =24
VE_COND_MUX_GTE =25
VE_SET_GREATER_THAN =26
VE_SET_EQUAL =27
VE_SET_NOT_EQUAL =28
MATH_NO_OP =0
ME_EXP_BASE2_DX =1
ME_LOG_BASE2_DX =2
ME_EXP_BASEE_FF =3
ME_LIGHT_COEFF_DX =4
ME_POWER_FUNC_FF =5
ME_RECIP_DX =6
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ME_RECIP_FF =7
ME_RECIP_SQRT_DX =8
ME_RECIP_SQRT_FF =9
ME_MULTIPLY =10
ME_EXP_BASE2_FULL_DX =11
ME_LOG_BASE2_FULL_DX =12

ME_POWER_FUNC_FF_CLAMP_B= 13
ME_POWER_FUNC_FF_CLAMP_B% 14
ME_POWER_FUNC_FF_CLAMP_0% 15

ME_SIN =16
ME_COS =17
/I NEW R5xx OPCODES below

ME_LOG_BASE2_IEEE =18
ME_RECIP_IEEE =19
ME_RECIP_SQRT_IEEE =20
ME_PRED_SET_EQ =21
ME_PRED_SET_GT =22
ME_PRED_SET_GTE =23
ME_PRED_SET_NEQ =24
ME_PRED_SET CLR =25
ME_PRED_SET_INV =26
ME_PRED_SET_POP =27
ME_PRED_SET_RESTORE =28

DEST REG_TYPES:

PVS_DST_REG_TEMPORARY = 0; /lintermediate storage

PVS DST_REG_AO =1; //Address Register Storage
PVS_DST_REG_OUT = 2; //Output Memory. Used for all outputs

PVS DST_REG_OUT_REPL_ X = 3; //Output Memory & Replicate X to all channels

PVS DST_REG_ALT_TEMPORARY =4, //Alternate Intermediate Storage

PVS_DST_REG_INPUT = 5; //Output Memory & Replicate X to all channels

The PVS_REG_AO may only be used as the destination operand register type when using the VE_FLT2FIX_DX or
the VE_FLT2FIX_DX_RND opcodes.

For R300, PVS_REG_OUT_*is replaced by the single PVS_REG_OUTharfdvVS_DST_OFFSET field will be

used to place data in the appropriate vectors. This allows the PVS Output Vertex memories to be variable format for
the variable vertex methodology. The PVS_REG_OUT_REPL_X is equivalent to PVS_REG_OUT except that it
forces the X channel to be replicated onto all 4 output channels. This capability is used to allow the mapping of
PointSprite and Discrete Fog to any output memory channel from an instruction with a uglqaenel output.

The PVS_DST_DUAL_MATH_OP bit mu$te set when combining Vector and Math Engine operations.

The PVS_DST_ADDR_MODE and DST_ADDR_SEL are the same as the SRC operand definitions.
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Dual Math Instruction (Replaces PVS SRC OPERAND 2)

Field Name Bit(s) Description
PVS SRC REG TYPE 1:0 Defines tle Memory Select (Register Type) for the Source Operand. Se
Below.
PVS DST_OPCODE_MSB 2 Math Opcode MSB for Dual Math Inst.
PVS _SRC_ABS XYZW 3 If set, Take absolute value of both components of Dual Math input vectq
PVS_SRC_ADDR_MODE_0 4 Combine ADDRMODE_1 (msb) with ADDR_MODE_O (Isb) to formiat
ADDR_MODE as follows:
0 = Absolute addressing
1 = Relative addressing using AO register
2 = Relative addressing using 10 register (loop index)
PVS_SRC_OFFSET 12:5 | Vector Offset into selected memory (Registype)
PVS_SRC _SWIZZLE X 15:13 | X-Component Swizzle Select. See Below
PVS_SRC SWIZZLE_Y 18:16 | Y-Component Swizzle Select. See Below
DUAL_MATH_DST_OFFSET 20:19 | Selects Dest Address ATRM3Ifor Math Inst.
PVS_DST_OPCODE 24:21 | Math Opcode for Dual Mathst.
PVS_SRC_MODIFIER_X 25 If set, Negate X Component of input vector.
PVS_SRC_MODIFIER_Y 26 If set, Negate Y Component of input vector.
PVS_DST _WE_SEL 28:27 | Encoded Write Enable for Dual Math Op Inst (0=X,1=Y,2=2,3=W
PVS_SRC_ADDR_SEL 30:29 | When PVS_SRC_ADDR_MODE is set, this selects which component of
4-component address register to use.
PVS_SRC_ADDR_MODE_1 31 Combine ADDR_MODE_1 (msb) with ADDR_MODE_O (Isb) to fornbi

ADDR_MODE as follows:

0 = Absolute addressing

1 = Relative addrssing using AO register

2 = Relative addressing using 10 register (loop index)

The PVS_DST_OPCODE_MSB is the most significant bit of the PVS_DST_OPCODE field to be used for the math
engine for dual ops. This enables math engine operations 16 throtmgbh&8sed during dual ops.

For R5xx VS3.0, a PVS_SRC_ABS_XYZW bits enables the absolute value for the two components of the dual op

math engine source vector.

6.6 Setting-Up and Starting the VAP

The following method of programming is required in order tbtige VAP to run.

The format and storage method for vertex data must be conveyed to the VAP by loading the set of Address and
Attribute registers for the Multiple Arrays of Structures paradigm. The Vertex Format register also must be loaded.

After all of the registers have been-sgt, the VAP is started by a single write to the Vertex Fetcher Control

Regi ster

(VF_CNTL) .

This register is said to be an i

causing the VAP to begin running. séngle primitive or a group of primitives can be processed as a result of the
single trigger; the exact number of primitives being controlled by the NUM_VERTICES field of the Vertex Fetcher

Control Register.

Depending on the dafiow configuration of the/AP (controlled by the VTX_AMODE and VTX_LOCN fields of
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the Vertex Control Register), the VAP may expect an external entity (the host, or Command Processor) to deliver
data for the current operation. It is the responsibility of the external entityfaympehe exact number of register

writes in accordance with the value set in the NUM_VERTICES field; otherwise the VAP will hang. For Index
data, the host must write to any dword in the PORT _IDX range; and for parameter data, the host must write to any
dword in the PORT_DATA range.

Once the VAP has completed processing the number of vertices specified in the NUM_VERTICES field, it goes
back to an idle state, waiting for another trigger.

6.7 Methods of Passing Vertex Data
There are three parameters that charas the passing of vertex data for 3D primitives to the Graphics Controller.

1) Location: Embedded vs. Separate.
In Embedded mode, the vertex information is present directly in the command packet.
In Separate Mode, the command packet contains a pointeotioees memory area containing the
vertex information.

2) Addressing Mode:Immediate vs. Indexed.
The vertex information can be expressed as either the vertex data itself (Immediate Mode), or a list of
indices into a buffer of vertices (Indexed Mode).

3) Format: Examples are: StructureOfArrays(SOA), ArrayOfStructures(AOS), Strided Vertex Format.
The format of the vertex data is conveyed to the Setup Engine via the flexible vertex format register, as
well as the address and attribute registers for the MultipleyArfr&tructures.

The Location and AddressifhngwMeadea ffiigalrds i oot ndl tthiee VRP:
information will be flowing on the register backbone and on the memory backbone while the VAP is processing a
command packet
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7. Fragment Shaders

7.1 Introduction

This section describes the functional behavior of the Univ&tsadler®f on R5xx.

7.2 Instructions

There are 512 instruction slots. A program can begin execution at any address. In the absence of flow control,
programswill increment the program counter after each instruction. The program counter wraps at 512
automatically, so it is valid to load shader programs which utilize the bottommost and topmost regions of the
instruction store.

Each instruction can be one ofuf types:

US_INST_TYPE_ALU Arithmetic and Logic Unit instruction
US_INST_TYPE_OUTPUT Output instruction (with ALU functionality)
US_INST_TYPE_FC Flow Control instruction
US_INST_TYPE_TEX Texture instruction

ALU and OUTPUT instructions both havelfRGB and Alpha math functionality. The only functional difference
between them is that ALU instructions can set the predicate bits, and OUTPUT instructions can write to the output
registers. There is no way to do both in the same instruction. Iiyetha sequencer must treat instructions that

have potential outputs specially for scheduling. The last executed instruction of the shader program must also be an
OUTPUT instruction, even if it's not outputting anything interesting.

The first OUTPUT istruction will reserve space in the output register fifo. This space is limited, therefore issuing
an OUTPUT earlier than necessary may cause threads to stall earlier than necessary. You should not set an ALU
instruction as type OUTPUT unless it is actyalriting to an output register, or it is the last instruction of the
program.

Flow control instructions and texture instructions each have their own interpretation of the bits in the instruction
word.

The active shader should reside in the range US_C®BARGE.CODE_ADDR to

US_CODE_RANGE.CODE_ADDR + US_CODE_RANGE.CODE_SIZE, inclusive (note that
US_CODE_RANGE.CODE_SIZE is the size of the shader program, minus one). You may setup additional shaders
in advance outside of this range, but the current shadatdshot attempt to execute code outside of this range.

The shader has an offset, US_ CODE_OFFSET.OFFSET_ADDR, associated with it that is added to various
instruction addresses, minimizing the number of registers you may need to update when relocatiag eEsith

pixel starts the shader at instruction US_CODE_ADDR.START_ADDR + US_CODE_OFFSET.OFFSET_ADDR
(instruction addresses are always modulo 512). Execution continues until the program counter reaches
US_CODE_SIZE.END_ADDR + US_CODE_OFFSET.OFFSET_ADDORdoes not matter how many pixels in

the group are active (even none), the program will end after that instruction is executed. The instruction at the end
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address must be an OUTPUT instruction (even if the output mask is zero), and should alwaysteatekture
unit semaphore by setting the TEX_SEM_WAIT bit (see below). At the time of termination, the contents of the
output registersra sent to the render targets.

Multiple shaders can be loaded into the instruction memory. Switching betweenrheraquires changing global
registers like US_CODE_ADDR, US_CODE_RANGE, US_CODE_OFFSET, US_PIXSIZE, and US_FC_CTRL.

Updates to shader code outside the currently active program are safe, and do not stall the pipeline. If you intend to
overwrite the actie shader, however, the pixel shader pipe must be flushed so that pixels running the old shader get
out before the update. Register writes to US_CODE_ADDR, US_CODE_RANGE, US_CODE_OFFSET, and/or
US_PIXSIZE should flush the pixel shader pipe.

The US instration and ALU constant registers cannot be written to directly, due to addressing limitations elsewhere
in the pipe. A vector mechanism is provided in the GA block for writing to the US registers. Details on writing the
US registers are provided towarttetend of this document.

7.3 Instruction Words

US_INST_TYPE_ALU / US_INST_TYPE_OUTPUTB registerk
US_CMN_INST_*

US_ALU_RGB_ADDR_*

US_ALU_ALPHA_ADDR_*

US_ALU_RGB_INST *

US_ALU_ALPHA_INST_*

US_ALU_RGBA_INST_*

= =4 =4 =4 A -4

US_INST_TYPE_FC (3 registers:
T US_CMN_INST_*
1 US_FC_INST_*
1 US_FC_ADDR_*

US_INST_TYPE_TEX (4 registerk
T US_CMN_INST_*
T US_TEX_INST_*
1 US_TEX ADDR_*
1 US_TEX_ADDR_DXDY_*

The FC and TEX words overlap with the ALU/OUTPUT words in instruction memory. Thedimesaory
locations for FC and TEX are ignored by UWlSey may bdeft uninitialized, or set to zero, with no ill effect.
However, the driveshould take care to write to all registers thia required by eadhstruction type.

Within US_CMN_INST_*, theiklds effective for each instruction type are indicated by *s:

ALU OUTPUT FC TEX
TYPE * * * *
TEX_SEM_WAIT * * * *
RGB_PRED_SEL | * * * *
RGB_PRED_INV * * * *
ALPHA PRED_SEL| * * *
ALPHA _PRED_INV | * * *
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WRITE_INACTIVE

LAST

NOP

RGB_WMASK

ALPHA WMASK

RGB_OMASK

ALPHA_OMASK

RGB_CLAMP

ALPHA_ CLAMP

ALU RESULT SEL

| k| k| k| k| k| k| *[ *| *| *
k| k| k| w| k| k| H| *[ *| *| *

ALU RESULT OP

ALU_WAIT * *

STAT WE * * x

7.3.1 Synchronization of instruction streams

The US allows you to frégintermix instructions of multiple typedt will process the three types (ALU/Output,
Texture, and FC) iparallel whenever possible. Instructions need to be synchronizex an instruction of one
type depends on the output of anottyge. The casewhere explicit synchronization may be required are:

1 TEX instruction dependent on ALU for source register or preditechronized with the ALU_WAIT
bit.

1 FCinstruction dependent on ALU for predicate or ALU res8inchronized with the ALU_WAIT bit.

1 ALU instruction dependent on TEX for lookup result. Synchronirgdg the texture semaphore.

A texture or FC instruction that uses a result computed by aAlrldrinstruction should set the ALU_WAIT bit.

This forces processirfgr the thread to stallntil pending ALU instructions are completA.latency of about 30

cycles is imposed on the thread.

Note that a static FC instruction never needs to set ALU_WAIT simmvédr depends on a result computed within
the shader. Also, an AListructionnever needs to set ALU_WAIT- dependencies amongst Alikktructions are
resolved internally.

The texture semaphore is used to synchronize the output of a testuoetion with a subsequent ALU or texture
instruction that uses thegsult. Since th&atency for a texture fetch is difficult to anticipate in advance téxéure

semaphore mechanism is more complex than ALU_WAIT. The testumaphore is described in more detail
below.

7.4 ALU Instructions

An ALU instruction actually consists of an RGB vectostruction andan Alpha scalar instruction.

There are only a few operations that only one or the other unitozapute, but in each case there is a special
instruction the otheengine can use to copy the result.

7.4.1 Sources
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Each instruction can spegithe addresses for 6 different sourcésRGB vectors and 3 Alpha scalars. Each source
can either come from oraf 128 temporary registers (which can be modified during the shaudhe different for
each pixel), or from one of 256 constant regisfetsich can only be changed between geometry packets). In
addition, asource can be an inline constant. The loop variable (aL) may be &daleg combination of source
addresses, but may not be added tmkme constant.

Each color register (temporaayd constant) consists of &8mponenRGB vector and a scalar Alpha value.

Inline constants are unsigned floatipgint values with 4 bits aéxponent (with bias 7) and 3 bits mantissa. Inline
constants represefihite values only- there is no re@sentation for NaN or infinitylnline constants can express
denormal values though. Also, the étttern 0x0 represents-20, rather than zero. Example valuessirewn
below:

EXPONENT MANTISSA
2710 0x0 0x0
279 0x0 0Ox1
27-8 0x0 0x2
207 0Ox1 0x4
27-6 0x7 0x0
1 Oxf 0x0
256 Oxf 0x0
480 Oxf 0x7

You can obtain negative inline constants and the value zero usiimpthenodifiers and swizzles, described below.

Each source is specified with three fields. Valid encodings of fledde areshown below (for source 0, in this
example):

ADDRO[7] ADDRO[6:0] ADDRO_CONST | ADDRO REL
register N 0 N 0 0
register N + alL 0 N 0 1
constant N N /128 N % 128 1 0
constant N + aL N /128 N % 128 1 1
inline const X 1 X 0 0

Note that inline constantet the MSB of ADDRO and clear ADDRO_CONST.

7.4.2 Presubtract

Each RGB and Alpha instruction has a presubtract operation, whiclsalmesextra math on incoming data from
the first or from the first andecond sources. The available operations are:

US_SRCPOP_BIAS 17 2*srcO
US SRCP_OP_SUB srcl- srcO
US SRCP_OP_ADD srcl + srcO
US_SRCP_OP_INV 1-srcO

The RGB presubtract happens on all three components in paralleéNdieepresubtract is scalar.
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If any presubtract result is used in the instructenmd one of tasources being used in a presubtract is written in the
previous instruction, and the previous instruction is an ALU or output instruetid@P needs to be inserted

between the two instructions. Do this $stting the NOP flag in the prieus instruction, so the NOP does not

consume an instruction slot. This allows the HW the extra cycle necessary to resolve the dependencies involved in
doing this extra matfthere are additional cases where NOP may need to be set, noted below).

NOP is rever required if the previous instruction is a texture lookup.

7.4.3 Inputs

Each math operation has zero to three inputs. Each input can be configured to select a source and swizzle its
channels. There are fieltts configure 6 inputs per instruction: 3 ieRGB and 3 for Alpha. Ainstruction can read
in at most 12 independent colour component8@B components and 3 alpha components).

7.4.3.1 Select

Each input selects from srcO, srcl, src2, or the presubtract(ssaft’). One can conceive of the selects
asembling a £omponenvector as seen below. The swizzle selects (see next section) detetmdhef the four
values are chosen to actually take part incthraputations.

{rgb_addre>r
srcO ={ rgh_addré>g

{rgb_addrG>b

{ alpha_addro>a

{rgb_addrt>r
srcl ={rgb_addri>g

{rgb_addrt>b

{ alpha_addri>a

{rgb_addr2>r
src2 ={ rgb_addr2>g

{rgb_addr2>b

{ alpha_addrz>a

{rgb_srcp_result.r =rgb _qv_op(rgb_addr@r, rgb_addri>r)

srcp ={rgb_srcp_result.g =rgb_srcp_op(rgb_adeyOrgb_addri>g)
{rgb_srcp_result.b =rgb_srcp_op(rgb_addt) rgb_addri>b)
{ alpha_srcp_result.a = alpha_srcp_op(alpha_addr@lpha_addrita)

The RGB and alpha units each take three operands, A, B, and C. opeeards are selected with the RGB_SEL_x
and ALPHA_SEL_x fields. Not#hat src0, srcl and src2 are fetched from a combination of the RGpdrad
source addresse#f.the RGB urit swizzles in an alpha componetite alpha component will always come from
alpha_addr*. Similarly, ithe alpha unit swizzles in an RGB component, it will always come fgtimaddr*.

7.4.3.2 Swizzle
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Each component of each input can specify one of sevensvakechcomponent can select R, G, B, or A from the
selected source, or it cehoose 0, 0.5, or 1. The RGB unit has 3 components, so there arsvitrde select fields
per input. The Alpha unit only has 1 swizslgect per input.

The RGB unit alway uses the RGB selectors (RGB_SEL_x) and, excepri®icase noted below, the red
(RED_SWIZ_x), green (GREEN_SWIZ_Xx), abtle (BLUE_SWIZ_ x) swizzle selects. The alpha unit always uses
thealpha selectors (ALPHA_SEL_X) and the alpha (ALPHA _SWIZ_X) swigelects.

DP4 is a special case in that it is an RGB operation which operatesamponents instead of 3. The fourth input

component is configuredith the Alpha's select (ALPHA_SEL_x) and swizzle (ALPHA_SWIZ_x). Tigithe only
case where the Alptgswizzle has an effect on the RG&mputation's input.

7.4.3.3 Input Modifier

Each input has a modifier applied to it. The modifier can be one of:

US_ IMOD_OFF No modification

US IMOD_NEG Negate

US IMOD_ABS Take absolute value

US IMOD_NAB Take negative oflasolute value

7.4.4 The Operation

Following are the possible math operations the ALU can perform.tifee inputs are denoted by A, B, and C.

US_OP_RGB_SOP/US_OP_ALPHA DP Get results from the other unit's unique ops. In the cq
of RGB_SOP, the resul$ replicated to all three
channels. RGB's unique ops all have scalar results, g
ALPHA_DP simply copies that scalar result to its alph
destination.

RGB_SORP is only valid if the alpha operation is a
transcendental operation: EX2, LN2, RCP, RSQ, SIN
COS. ALPHA_DP is only valid if the RGB operation is
a dot product: DP3, DP4, D2A.

US_OP_RGB_MAD /US_OP_ALPHA_MAD A*B+C
US_OP_RGB_MIN /US_OP_ALPHA_MIN A<B?A:B

Minimum of A and B.
US_OP_RGB_MAX/US_OP_ALPHA MAX A>=B?A:B

Maximum of A and B
US_OP RGB CND/US OP_ALPHA CND C>05?A:B
US_OP_RGB_CMP /US_OP_ALPHA_CMP C>=07?A:B
US_OP_RGB_FRC/US_OP_ALPHA FRC A - floor(A)

floor(A) is the largest integer value less than or equal

A.
US_OP_RGB_MDH /US_OP_ALPHA MDH A*B+C

Where

A is forced to topleft.srcO  (source select and
swizzles ignored)
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C is forced to topright.srcO (source select and
swizzles ignored)

MDH operates on a quad of pixels at a time; A and C
will be the same value for each pixel within a quad, a
the result will also be the same if B is a constant valu

Used to computes change in horizontal direction
between neighboring pixels. For example, to get the
difference (topright.rQ topleft.r0)
set:

src0=r0 B=1
Note that input modifiers worn all three inputs.

If srcO is computed in the previous instruction, then a
NOP needs to be inserted between the two instructio
Do this by setting the NOP flag in the previous
instruction. This is not required if the previous
instruction is a texturokup.

US_OP_RGB_MDV /US_OP_ALPHA_MDV

A*B+C
Where:

A is forced to topleft.srcO  (source select and
swizzles ignored)

C is forced to bottomleft.srcO (source select and
swizzles ignored)

MDYV operates on a quad of pixels at a time; A and C
will be the same value for each pixel within a quad, a
the result will also be the same if B is a constant valu

Used to computes change in vertical direction betweg
neighboring pixels. For example, to get the differenc
(bottomleft.rO- topleft.rO) set:

srcO=r0 B=1
Note that input modifiers work on all three inputs.

If src0 is computed in the previous instruction, then a
NOP needs to be inserted between the two instructio
Do this by setting the NOP flag in the previous
instruction. Ths is not required if the previous
instruction is a texture lookup.

US_OP_RGB_DP3

A.r*B.r+ A.g*B.g + A.b*B.b
Results are broadcast to all 3 channels.
Use US_OP_ALPHA_ DP to get result into Alpha.

US_OP_RGB_DP4

A.r*B.r + A.g*B.g + Ab*B.b + A.a*B.a

Resultsare broadcast to all 3 channels.

Use US_OP_ALPHA DP to get result into Alpha.
Note that ".a" actually comes from the alpha instructiq
swizzle and select (see the section on swizzle above

US_OP_RGB_D2A

ArB.rr+AgB.g+C.b
Results are broadcastdtl 3 channels.
Use US_OP_ALPHA DP to get result into Alpha.

US_OP_ALPHA_EX2

2MA
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Use US OP_RGB_SOP to get result into RGB.

US OP_ALPHA LN2 log2(A)

Use US OP_RGB_SOP to get result into RGB.
US OP_ALPHA RCP 1/A

Use US OP_RGB_SOP to get result intoBRG
US_OP_ALPHA RSQ 1/ squareRoot(A)

Use US_OP_RGB_SOP to get result into RGB.

Note that the SM3 specification defines reciprocal
square root as 1 / squareRoot(abs¢Ajhis can be
achieved by using the input modifier for A.

US_OP_ALPHA_SIN sin(A * 2pi)
Use US OP_RGB_SOP to get result into RGB.
US_OP_ALPHA_COS cos(A * 2pi)

Use US OP_RGB_SOP to get result into RGB.

7.4.5 Instruction modifiers

Each instruction can have an output modifier applied to its result:

US_OMOD_U1 Multiply by 1
US_OMOD_U2 Multiply by 2
UuS_OMOD_U4 Multiply by 4
Us_OMOD_U8 Multiply by 8
UsS_OMOD_D2 Divide by 2
US_OMOD_D4 Divide by 4
US_OMOD_D8 Divide by 8
US_OMOD_DISABLED No modification

Each instruction can also be optionally clamped to the range OThid happens aftehe above output modifier.

7.4.5.1 Disabling the output modifier

The multiply/divide output modifiers all convert NaN values insiandardized NaN (0x7fffffff) and squash any
denormal values to plus minus zero. For most ALU operations this is acceptloevera MOV instruction
needs to preserve the source exactly. Forybis,can disable the output modifier for the MIN, MAX, CMP and
CND instructions. With US_OMOD_DISABLED, the result is not modifiedlgtthe value is neither multigd
nor divided, and clamping is napplied.

This allows a MOV to be implemented using any of the followirggructions, with US_OMOD_DISABLED set:
MIN(src, src)
MAX(src, src)
CND(src, src, 0)
CMP(src, src, 0)

US_OMOD_DISABLED is not valid with any other ALbperation.

© 2008 Advanced Micro Devices, Inc.
Proprietary 105




AMDH Revision 13 March 30, 2008

7.4.6 Writemasks

There are a number of writemasks for each instruction:

RGB_WMASK 3 hits; write R,G,B to register destination.
ALPHA WMASK 1 bit; write A to register destination.
RGB_OMASK bits; write R,G,B to output or to predicate bits.
ALPHA OMASK 1 bit; write A to output or to predicate bits.
W_OMASK 1 bit; write A to W output.

WRITE_INACTIVE 1 bit; if set, ignores flow control pixel mask when

writing. Affects ALU and texture instructions. If in
doubt, this bit should be cleared.

STAT_WE 4 bits; Mask R,G,B,A to increment sigrount
performance counter.
RGB_PRED_SEL 3 bits; Sets one of six modes that specify which of the

predicate bit(s) to AND with the RGB writemask (and
output mask when applicable). One of:

NONE - no predication

RGBA - normal predication

RRRR- replicate R predicate bit

GGGG- replicate G predicate bit

BBBB - replicate B predicate bit

AAAA -replicate A predicate bit

RGB_PRED_INV 1 bit; Inverts selected RGB predicate bit(s). Should b
zero if RGB_PRED_SEL is set toONE.

ALPHA PRED_SEL 3 bits; like RGB_PRED_SEL, but used to control
predication for the alpha unit's write mask.

ALPHA PRED_INV 1 bit; Inverts selected alpha unit predicate bit. Shoulg
zero if ALPHA_PRED_SEL is set to NONE.

IGNORE_UNCOVERED 1 bit; if set, excludes uncovered pixels (outside triang

or killed via TEXKILL) from TEX lookups and flow
control decisions. Affects texture and flow control
instructions. If in doubt, this bit should be cleared.

ALU_WMASK 1 bit; if set, update the ALU resuBimilar to the
predicate write mask.

Flow control instructions only have one predicate select, using@® PRED_SEL and RGB_PRED_INV fields.
ALU/Output instructions can ughfferent predicate selects for the RGB (vector) computation analpha &calar)
computation. For texture instructions, the RGB reduit® the texture unit will be influenced by
RGB_PRED_SEL/RGB_PRED_IN\4nd the alpha result from the texture unit will be influenced by the
ALPHA_PRED_SEL/ALPHA_PRED_INYV fields.

7.4.7 Destination

The destination address refers to a temporary register. The loop variable (aL) may optionally be added to the address
before writing. Thepredicate select in RGB_PRED_SEL, RGB_PRED_INV, ALPHA_PRED_SEL, and
ALPHA_PRED_INV will be applied when writing to ¢hdestination.
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7.4.8 Output

With OUTPUT instructions, the TARGET field indicates where the regutie instruction should be written.
When in cached write mode (tdefault mode), the following options are available:

US RNDR _TGT_A Write to render target fegister

US RNDR _TGT B Write to render target B register
US RNDR TGT _C Write to render target C register
US RNDR _TGT D Write to render target D register

The US_OUT_FMT_* registers describe render targets A through D reBaéts are stored and tfieal value is
sent out when the prograerminates. If a channel in an output target is written moredhe@, the final value
written is what will be sent out. The RGB aagha unit may write to different targets in the same instruction.

The outputmay be predicated using PRED_SEL and PRED_INV.

7.4.9 Setting Predicate Bits

Each instruction may optionally set one or more predicate bits. iAktductions (as opposed to OUTPUT
instructions) interpret the OMASHelds as a predicate writemask. The TARGE®@Idi determines when &et the
bits associated with each channel:

US PRED OP_EQUAL Set when channel is zero

US PRED OP LESS Set when channel is negative
US PRED OP_GREATER EQUAL Set when channel is naregative
US PRED OP_NOT_EQUAL Set when channel imnzero

The enumeration's names are based on the assumption that theypnithiely used after a subtraction of two
values. That's not the onppssible use, of course. The RGB and alpha units may use difiemetibns to set the
predicate in th same instruction.

In order to achieve the remaining common comparisons, <= and zaargmply reverse the order of the values
being subtracted, or reverBeth signs, and use the >= and < operations respectively.

You can simultaneously write to tipeedicate register and a temporegygister, and you can perform a predicated
temporary register write ifou are also writing the predicate register. However, the old wélie predicate will
only be applied to the temporary register's wnitgsk; itwill not be applied to the predicate write mask. In other
words, if the predicate is 0x7, your temporary write mask is Oxfyand predicate write mask is Oxf, you will write
only RGB component® the temporary register, but you will write to all 4 goade bits.

If the instruction result is clamped, the comparison happens qositelamped result. If output modifier is
disabled, denormals mde compared- denormals are equivalent to zero.

7.4.10 ALU Result

Every instruction has an "ALU result." Inder to use it, an ALUnhstruction must write an ALU result, and a it must
be consumed bthe next flow control instruction. The ALU result is preserved aater ALU/texture

© 2008 Advanced Micro Devices, Inc.
Proprietary 107



AMDH Revision 13 March 30, 2008

instructions that do not write a new ALU result, BUNOT preserved acrosew control instructions; therefore the
ALU result must be consumed by the first flow control statement aftewititten.

The ALU result is a single bit. The channel source for the ALU resattlected by the ALU_RESULT_SEL field:

US_ALU_RESULT_SELRED
US_ALU_RESULT_SEL_ALPHA

How to interpret the floating point result to set the ALU result bspiscified by the ALU_RESULT_OP field,
which is similar to the interpretation of the TARGET field for setting the predicate bits:

US ALU RESULT OP EQUAL Set when channel is zero

US ALU RESULT OP_LESS Set when channel is negative
US ALU RESULT OP_GREATER EQUAL Set when channel is naregative
US ALU RESULT _OP_NOT_EQUAL Set when channel is narero

The ALU instruction that updates the ALU result musttsetALU_WMASK bit.

If the instruction result is clamped, the comparison happens @otitelamped result. If output modifier is
disabled, denormals mdne compared- denormals are equivalent to zero.

7.5 Texture Instructions

Texture instructions arerspler than ALU or flow control instructionsTexture instructions have one destination
temporary address, 1 tosBurce temporary addresses, a sampler ID, and an opcode andlmtspécifying how
to lookup the texture. Most texture configuratistnandled in the pesampler configuration.

As with ALU temporary addresses, the loop variable (aL) may be addey texture temporary address (source
and destination). Texture souragdresses allow arbitrary swizzles from RGBA to STRQ coordinate  spat¢he
RGBA result from the texture unit may also be swizzled. Unlite ALU instructions, the texture swizzles cannot
be used to selecbnstant inputs (0, 0.5, 1). Texture source addresses always reatidriamporary registers; they
cannot readrom the constant bank.

Texture instructions feature a texture semaphore mechanism to synchronize texture lookup with instructions using
the result of the lookupSee below for more information.

You may choose to limit which channels of a texture Igo&te writterby using the write masks RGB_WMASK

and ALPHA_WMASK. These write masksay be predicated; the RGB results from the texture unit are predicated
with RGB_PRED_SEL and RGB_PRED_INV, while the alpha result from the texture unit is predicated with
ALPHA PRED_SEL and ALPHA PRED_INV.

Texture instructions have an UNSCALED bit that to control whethetetktere coordinates are scaled by the
texture dimensions before lookupm typical usage, this bit is cleared for normal texture lookups wspiply

coordinates in the range [0.0, 1.0], and set for texture lookbjh supply coordinates that are prescaled to the
texture dimensions.

7.5.1 Operations

There are currently fexture operations available.
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US TEX INST_NOP Perform no operation. The souraddresses are ignoreq
and nothing is written to the destination address. A
texture NOP may acquire the texture semaphore, so

NOP can be used for synchronization purposes.

US_TEX INST_LOOKUP A standard texture lookup. Reads the coordinates fro
SRC_ADDR ad writes the results of the lookup to

DST_ADDR.

US_TEX INST KILL LT O Kill the pixel if any components in SRC_ADDR are le
than zero. Note that the source swizzles are ignored
this case; if you want to limit which channels are
examined, you may ushd write masks in
WMASK_RGB, WMASK_ALPHA, and/or predication
Nothing is written to the destination address, but the

coverage mask may be updated.

US_TEX INST_LOOKUP_PROJ Lookup a projected texture. Q is used for the project

divide.

US TEX INST_LOOKJUP_LODBIAS Lookup a texture, biasing the LOD that is computed.

US_TEX_ INST_LOOKUP_LOD Lookup a texture, using the value specified in the Q

coordinate of the input as an explicit LOD value.

US_TEX_INST_LOOKUP_DXDY Lookup a texture, computing a LOD basedstopes
given. This is the only opcode that uses the DX_ADD
and DY_ADDR source addresses. These registers
contain the slope values the texture unit should use v

determining the slope.

7.5.2 Semaphore

The semaphore is used to synchronize texture looluiih theirsubsequent use in the shader program.

Each texture instruction has a bit, TEX_SEM_ACQUIRE, specifying whétebould hold the texture semaphore
until the lookedup data comelack and is written to the destination temporary registershtieinstructions have
another semaphore bit, TEX_SEM_WAIT, that specifilxether to wait on the semaphore so its (dependent) source
data is ugo date. You may take advantage of the texture semaphore to pedieonrs independent computations
while waiting on the texture operatidto complete.

Hardware disallows more than one ACQUIRE operation at a time, so §etolEX_SEM_ACQURE on a lookup
you must also séiEX_SEM_WAIT for that instruction. WAIT has no cost if there areontstanding ACQUIE
operations. For an instruction with TEX_SEM_WAdhd TEX_SEM_ACQUIRE both set, the wait happens first.

There is only one texture semaphore, however you may use it to pmtkiple texture lookups, as long as the
lookups are themselves iqzendent.When a texture instruction sets TEX_SEM_ACQUIRE, the texiaie

ensures that that particular lookup, and all prior lookups, bargleted before releasing the semaphore. Therefore,
to protect severdexture lookups, you may set TEX_ SEM_ACQUIRE onlytioa last texturéookup, and set
TEX_SEM_WAIT on the first instruction that uses anytleé results. This example illustrates the usage:

INSTRUCTION TEX_SEM_WAIT TEX_SEM_AQUIRE
0: r4 = TEXLD(SO, r1) 0 0
1: 15 = TEXLD(SL, r2) 0 0
2: 16 = TEXLD(S2, r3) 1 1
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3: ri=r1+1 0
4. r2=r2+1 0
5: r3=r3+1 0
6: rd=r4+1 1

In the above example, note that instruction 2 waits for the semafohensure the semaphore is available before
acquiring it.

Remember that the last instruction of thaddr program must sEEX_SEM_WAIT, to ensure that the texture unit
is ready to proceghe next quad. Itis invalid to terminate the shader while holti@gexture semaphofom a
texture lookup

7.6 Flow Control

Each flow control instruction is esseilly a conditional jump.Various optional stack operations allow all the
different kinds otraditional flow control statements. In particular, flow contrsitructions allow branch statements
(if’else/endif blocks), loogtatements (with an optionaldp register, alL), and subroutine cal@ptimizers may be
able to combine these basic types of instructiand, utilize more esoteric flow control modes.

HW supports two flow control modes, "partial” and "full". Partial flomntrol mode enables twi@s many

contexts as full mode, but partfédw control mode has a limited nesting depth of branch statementdpasdot
support loops or subroutine calls. Partial flow control meltsuld be used unless the program requires branch
statements nestedore than 6 deep, or the program requires loops or subroutines.flbfultontrol mode is used,

then your shader must declare at leasttevoporary registers (the US_PIXSIZE.PIXSIZE field must be greater than
or equal to 1). The US_FC_CTRL register,a#sed below, controls theehaviour of all flow control statements in

a program including whethéo use partial or full flow control mode.

See the Fields section below for descriptions of fields that affe@iitiie condition and the various flow cornitro
stacks. Following that atle values of those fields for the most common types of flow conpexiations.

7.6.1 Dynamic Flow Control

As the US is a SIMD engine, applying the same instruction to a grauiged$, dynamic flow control must be
implementedvith pixel masks. If gixel wants to take a jump because it failed an IF condition, baeighbors in
the pixel group don't want to jump, the pixel mushisesked off for a time until that branch of the IF statement is
completed. Only if all pixels fathe IF condition would the program coungettually be changed. Conversely, if
some pixels don't want to jump tesabroutine, they must be masked off for the entire subroutine. Omiyé of

the pixels want to jump would the call be skipped. A bitakement within a loop masks off passing pixels until
the loop iscomplete, and the program counter is only changed if all pixels wannhjm

These pixel masks are organized into stacks so flow control blockbenagsted. The operations on thesekstac

are encoded in the flogontrol instructions as flags, instead of having one set of opeduehl hardwire the stack
behavior. This orthogonality allows for mazeeative control of the shader's behavior, and provides opportunity for
optimizations inshaders that use a lot of flow control.

Jump conditions can be based off of a boolean constant, the rethdtpEvious ALU operation, and/or a predicate
bit. Booleans areonstant across all pixels, so dynamic flow control is only achiesédpredicates and
conditionals (ALU result). Any ALU instructiocan specify whether to write the ALU result and what channel
suppliesthe data for the result. The ALU result is only valid until anofkigd instruction writes to the result, or a
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flow control ingruction isencountered. The predicate bits can be set anywhere and are prasevgsdlow
control instructions, but there are only 4 of them.

Flow control predication cannot be perannel. One of the replicad@izzles must be used for predicatimfrflow

control instructions (albther types of instructions can be predicated per channel). délietrol instructions use the
RGB_PRED_SEL and RGB_PRED_INV fieldsdompute the predicate.

7.6.2 The Stacks, and Branch Counters

The HW maintains two sepaeastacks for flow control.

Address Stack Purely an address stack. No other state is maintaineq
Popping the address stack overrides the instruction
address field of the flow control instruction. The addr¢
stack will only be modified if the flow control

instruction decides to jump.

Loop Stack Stores an internal iteration count, loop variable (aL),
a pixel mask per frame. The only way to access the
iteration count is with the LOOP/ENDLOOP and

REP/ENDREP operations. The only way to alter the 4
variable is with the LOOP/ENDLOOP ops. The only
way to read the alL variable is with relative addressing
The only way to alter the pixel mask is with the BREA
or CONTINUE instruction.

Each stack's size is dependent on whether the program is in paftitifflorv control mode. Stack overflows and
underflows producendefined behaviour in the hardware. The stack sizes are:

PARTIAL FULL
Loop stack n/a 4
Address stack n/a 4

The loop stack is maintained in such a way that an inner REP Withdontinue to see the loop variable from an
outer LOOP block. NestddOOP blocks will shadow the loop variable. The loop variable ivalid if you are not
in at least one LOOP block.

In addition to the two stacks, hardware maintains an Active Bit &rdrechCounter for each pixel that indicate
whether the pixel is activand, if it was disabled by a conditional statement (if, else), howdefaye it can be
reactivated. If the active bit is unset, the pixehactive and the branch counter indicatesrthmber of conditional
blocks we must exit before the pixel can be activated again.makamum value of this counter is dependent on
whether the program is artial or full flow control mode. The limits (which determine maximseife nesting

depth) are:

PARTIAL FULL
Branch counter 0.3 0..31
Maximum depth 4 32
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The branch counter can be incremented and decremented directly tiyvangntrol instruction based on whether
the pixel agrees with tjamp decision.Manipulating the branch counter mafeat the activebit. Incrementing
the counter on an active pixel will disable fiigel by clearing the active bit, and set the branch counter to zero.
Decrementing the counter of an inactive pixel to a negative véllset the active bit, reactivaig the pixel. The
branch counteis ignored in hardware while the active bit is set.

Pixels disabled by looping statements (BREAKLOOP, BREAKREP GOBNTINUE) are also tracked with "loop
inactive" counters, howevenlike the branch counter, the loop aters cannot be manipulatditectly.

Since only conditional (if, else) and loop statements maintain gutieé masks, to call a function based on a
condition requires thehader to use the branch counters on CALL and RETURN so theaptied mask wilbe
updated on the conditional call. If you knaead of time that *all* calls to a particular subroutine will be
unconditional calls, you can omit the branch counter manipulatidhadrsubroutine's return and on any calls to that
subroutine. Théerefit of this is unclear, unless you are nearing the upperdimihe branch counter.

Returns within dynamic branches and/or loops (nested in the subrarénedt supported. A return can be made
conditional (by incremenetinipe branch stack counten gtay), but the hardware does not suppetrirning within

other conditional blocks that might partially masklita branch is entirely static (based on a constant boolean), you
mayput a return within a branch (just get the branch counter decreigbt)t This cannot be done inside loops,
however.

7.6.3 Fields

7.6.3.1 Fields cortrolling conditions on the jump

JUMP_FUNC | 2x2x2 table indicating when to jump

Bit 0 = Jump when (lalu_result && !predicate && 'boolean).
Bit 1 = Jump when (lalu_result && !predicate &&oolean).
Bit 2 = Jump when (lalu_result && predicate && 'boolean).
Bit 3 = Jump when (lalu_result && predicate && boolean).
Bit 4 = Jump when (‘alu_result && !predicate && 'boolean).
Bit 5 = Jump when (‘alu_result && !predicate && boolean).
Bit 6 = Jump when (‘alu_result && predicate && 'boolean).
Bit 7 = Jump when (alu_result && predicate && boolean).

Common JUMP_FUNC values:

0x00 = Never jump

0xOf = Jump iff alu_result is false.

0x33 = Jump iff predicate is false.

0x55 = Jump iff oolean is false.

Oxaa = Jump iff boolean is true.

Oxcc = Jump iff predicate is true.

0xf0 = Jump iff alu_result is true.

Oxff = Always jump

JUMP_ANY How to treat partially passing groups of pixels
false = Don't jump unless all pixels want to jump.
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true | = Jump if at least one active pixel wants to jump. |

When JUMP_ANY is false, the instruction behaves like a universahtifier, and will decide jump if there are no
active pixels.When JUMP_ANY is true, the instruction behaves like an existequehtifier, and will never decide
to jump if there are no actiyiixels. Looping statements may override the jump decision mattelpixels based
on the loop counter.

7.6.3.2 Fields contolling optional stack operation

OP Loop Stack Operations

US_FC_OP_JUMP None

US_FC_OP_LOOP Initialize counter and aL, and push loop stack if stay
US_FC_OP_ENDLOOP Increment counter and alL if jump, else pop loop stac
US_FC_OP_REP Initialize counter, and push loop stack if stay
US_FC_OP_ENDREP Increment counter if jump, elg®p loop stack

US FC_OP_BREAKLOOP Pop loop stack if jump

US_FC_OP_BREAKREP Pop loop stack if jump

US FC OP_CONTINUE Disable pixels until end of current loop

You should use US_FC_OP_BREAKLOORP if the innermost looping constru€@@P, and
US_FC_OP_REAKRERP if the innermost looping construct is REP.

A OP Address Stack Operations

US FC_A_OP_NONE = None

US_FC_A OP_POP = Pop address stack if jump (overrides JUMP_ADDR
given in instruction)

US FC_A OP_PUSH = Push address stack if jump

B_OPO Branch sack Operations if stay

US FC_B_OP_NONE = None

US_FC_B_OP_DECR = Decrement branch counter for inactive pixels by
amount in B_POP_CNT. Activate pixels which go
negative.

US_FC_B_OP_INCR = Increment branch counter for inactive pixels by 1.

Deactivate pixed which disagree with the jump decisig
(by deciding to jump) and set their branch counter to

B OP1 Branch stack Operations if jump

US_FC B OP_NONE = None

US_FC_B_OP_DECR = Decrement branch counter for inactive pixels by
amount in B_POP_CNT. Activatpixels which go
negative.

US_FC_B_OP_INCR = Increment branch counter for inactive pixels by 1.

Deactivate pixels which disagree with the jump decis
(by deciding not to jump) and set their branch counte
0.

B _POP_CNT Branch Stack Pop Count

How much to decrement the branch counters by when appropriate B_OP* field says to decrement.
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B ELSE Branch Stack Else
false = None
true = Activate pixels whose branch count is zero (pixels

deactivated by the innermost conditional block), and
deactivate alpixels that were active.

Special Cases:

1  When the iteration count is zero, LOOP/REP ignore JUMP_FUNC and jump.

1  When the iteration count is zero, ENDLOOP/ENDREP ignore JUMP_FUNG@mitjump.

1 Any pixels deactivated by B_ELSE "want to jump" regardlesifP_FUNC.

1 Any pixels deactivated by a branching statement (if, else)iniibit a decision to jump by a BREAK or
CONTINUE statement.

1 Any pixels deactivated by a CONTINUE statement will inhibitegision to jump by a BREAK statement;
they will not inhbit a decision to jump by another CONTINUE statement.

1 Pixels deactivated by other flow control are indifferent todéeision to jump by a BREAK or
CONTINUE statement.

7.6.3.3 Address Fields

BOOL ADDR Which of 32 constant booleans to use for jump condition

INT_ADDR Which of 32 constant integers to use for loop initialization (the red channel is used fo
iteration count, green for aL initialization, and blue for aL increment)

JUMP_ADDR Which instruction to jump to if conditions pass

JUMP_GLOBAL Whether JUMP_ADR is global, or if OFFSET_ADDR should be added to JUMP_ADI

7.6.3.4 Global Configuration

FULL FC _EN Whether to enable full flow control support.
false = No loops or calls, limited branching. Better performance.
true = All flow control functionality enabled

7.6.4 Common Flow Control Statements

JUMP_FUNC[ JUMP_ANY | OP A_OP [ B_OPO [ B_OP1 [ B_POP_CNT [ B_ELSE | JUMP_ADDR
IFb 0x55 0 JUMP NONE | NONE | NONE [ 0 0 ELSE+1
ELSE Oxff 0 JUMP NONE | NONE | NONE [ 0 0 ENDIF
ENDIF
IFp 0x33 0 JUMP NONE [INCR [INCR [0 0 ELSE+1
ELSE 0x00 0 JUMP NONE | NONE | DECR [ 1 1 ENDIF+1
ENDIF 0x00 1 JUMP NONE | DECR | NONE | 1 0 0
IFc 0xOf 0 JUMP NONE [INCR _[INCR [0 0 ELSE+1
ELSE 0x00 0 JUMP NONE | NONE | DECR [ 1 1 ENDIF+1
ENDIF 0x00 1 JUMP NONE | DECR | NONE [ 1 0 0
IFb [ 0x55 [0 [ Jump [ NONE [ NONE [ NONE [0 [0 | ENDIF
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ENDIF | | | I | | | I I

IF p 0x33 0 JUMP NONE | INCR NONE 0 0 ENDIF+1
ENDIF 0x00 1 JUMP NONE | DECR NONE | 1 0 0

IFc 0x0f 0 JUMP NONE | INCR NONE | O 0 ENDIF+1
ENDIF 0x00 1 JUMP NONE | DECR NONE 1 0 0

LOOP 0x00 0 LOOP NONE | NONE | NONE | O 0 ENDLOOP+1
ENDLOOP Oxff 1 ENDLOOP NONE | NONE NONE 0 0 LOOP+1
REP 0x00 0 REP NONE | NONE NONE 0 0 ENDREP+1
ENDREP Oxff 1 ENDREP NONE | NONE | NONE | O 0 REP+1
BREAK Oxff 0 BREAK NONE | NONE DECR n 0 END+1
BREAK b Oxaa 0 BREAK NONE | NONE | DECR n 0 END+1
BREAK p Oxcc 0 BREAK NONE | NONE DECR n 0 END+1
BREAK ¢ 0xf0 0 BREAK NONE | NONE DECR n 0 END+1
CONTINUE | Oxff 0 CONTINUE | NONE | NONE DECR n 0 END
CONTINUE | Oxaa 0 CONTINUE | NONE | NONE DECR n 0 END

b

CONTINUE | Oxcc 0 CONTIUNE | NONE | NONE DECR n 0 END

p

CONTINUE | 0xfO 0 CONTINUE | NONE | NONE DECR n 0 END

c

CALL Oxff 1 JUMP PUSH | NONE INCR 0 0 Subroutine
CALL b Oxaa 1 JUMP PUSH | NONE INCR 0 0 Subroutine
CALL p Oxcc 1 JUMP PUSH | NONE | INCR 0 0 Subroutine
CALL c 0xf0 1 JUMP PUSH | NONE INCR 0 0 Subroutine
RETURN Oxff 0 JUMP POP NONE DECR 1 0 0

* n indicates how many branch stack frames the BREAK is inside vitikicurrent loop.
* Lines with no fields filled out indicate no FC instructiomiscessary in that spot.

7.6.5 Optimizations

Clearly, not all the possible combinations are explored abovefl@ikility of the flow control instruction allows
for more creativélow control operations, or (more likely) optimizations.

One of the easiest optimizations makes use of the B_POP_CNT to ecoespeutive ENDIF statements:

JUMP_FUNC [ JUMP_ANY | OP A OP [ B OP0O [B_OP1 [ B POP_CNT [ B_ELSE [ JUMP_ADDR
IF ¢ 0x0f 0 JUMP NONE | INCR NONE |0 0 ENDIF_0+1
[ €]
IF ¢ | oxof [0 [JUMP [ NONE JINCR [NONE [O [0 | ENDIF_1+1
[ €]
IF ¢ | oxof [0 [JUMP [ NONE JINCR [ NONE JO [0 | ENDIF_2+1
[ e]
ENDIF 0x00 1 JUMP NONE | DECR [ NONE [1 0 0
ENDIF 0x00 1 JUMP NONE | DECR [ NONE [1 0 0
ENDIF 0x00 1 JUMP NONE | DECR | NONE |1 0 0
Becomes

JUMP_FUNC [ JUMP_ANY | OP A OP [ B OP0O [B_OP1 [ B POP_CNT [ B_ELSE [ JUMP_ADDR
IF ¢ 0x0f 0 JUMP NONE [ INCR NONE |0 0 ENDIF+1
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[ €]

IF c | oxof [0 [JuMP [ NONE [INCR [DECR 1 [0 | ENDIF+1
[ €]

IFc [ oxOf [0 [JUMP [ NONE [INCR [DECR [2 [0 | ENDIF+1
[ €]

ENDIF

ENDIF

ENDIF 0x00 1 JUMP NONE | DECR | NONE |3 0 0

7.6.6 LAST Bit

The LAST bitin the US_CMN_INST instruction word allows shadettgtminate before reaching the address
indicated byUS_CODE_SIZE.END_ADDR.The LAST bit can be indicated for aimstruction type. Any active
pixel for an instruction of any typ@&C, ALU, OUTPUT or TEX) marked "last" will be considered "done"tfat
instruction and all future instructions that the shader neghtute forlat thread. Future instructions may or may
not beexecuted, according to the hardware implementation.

In the R5xx hardware implementation, when all pixels are "donethiread and we hit an OUTPUT instruction
that is marked as "last” (amds a texturgaemaphore wait- this is required), we will stop thread, even if this

isn't the instruction specified by END_ADDRIso, pixels that are "done" behave the same as pixels considered
"inactive" when encountering flow control instructions, meaningc¢bee that would have been skipped over if all
pixels were "inactiveWwould also be skipped over if the only pixels marked as "active" alscemarked as "done."

7.7 Floating Point Issues

The US is designed to be compliant with the Shader Model 3, whidndoofficially support IEEE special values
(denormal, infinity, NaN)and allows for leniency in various corner cases.

The US strives to provide a more complete IEEE floating point implementation. US supports the {BEEE 32
floating point format, witl23 bitsmantissa, 8 bits biased exponent (bias 127), and 1 bit sign. Thlsd®Supports
the special IEEE values (denormal, infinity, NaN), there are some important caveats in the implementation
which are notedbelow. There is no distinction betwean sNaN and a gNaN.

7.7.1 Deviations from |IEEE

The most pervasive caveat is that denormals are flushed to an appropriately signed zero throughout US. There is no
gradual underflow, andlentities are not preserved for denormal values. This will be apparestnparison
operations where a denormal is treated as equivaleetto

Also pervasive, the internal rounding mode is not configurable amat isxact to the IEEE standard. It could best
be said that rounding imndom; operations in and near Usimd with differing standards andigtinfeasible to
specify a uniform rounding mode at this stagel@dign. Most ALU operations are accurate to within one bit on
eachinput; transcendental functions have larger tolerances.

The lack of separable multipand add instructions has consequence®onding and sign preservation; when
using MAD to perform only a multiply or addition, keep in mind that the other operation may inflilnenceesult
despite apparent identities. For example, the obvious instngdb use for moving a value from one register to
another bothutilize MAD, either with the additive identity "0 * O + r1", or a combination of additive and
multiplicative identities, "rO * 1 + 0" .Neither these instructions will correctly cof}.0, be&ause the addeannot
generate0.0 except with two negative inputs. In this caseose accurate move instruction would be * 0 + r1".
(the ideal MOVinstruction is described below).
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US only supports comparisons against zero (predication, ALUWtrasd CMP) and +0.5 (CND), and this has
consequences for implementing@neral compare function with special values. It is tempting to implement a
general comparison between values A and B by subtractirrgshtts, but this will not have the desirftect for
special valuesin IEEE, an infinite value is equivalent to itself, but NaN is negrivalent to NaN. Yet (infinity
infinity) = (NaN - NaN) = NaN, andhe results are indistinguishable. The limited operator set furttimplicates
issuessince (A > B) is not equivalent to !(A <= B) wheither input is NaN.

The behaviour for CMP and CND is described below. When using the predicate comparison operators, the
following hold for special values:

VALUE X<0 X>=0 X==0 X1=0
+0.0 0 1 1 0
-0.0 0 1 1 0
+Inf 0 1 0 1
-Inf 1 0 0 1
NaN 0 0 0 1

* Denormals compare as equivalent to zero. Note that the only delyaxmal may be involved in a comparison
for predicate/alu result i§the output modifier is disabled with US_OMOD_DISABLED.

7.7.2 ALU Non-Transcendental Floating Point

Nontranscendental ALU operations maintain extra precision to represemutations where an intermediate result
exceeds IEEE's finite rang&or example, if a MAD generates a result outside the finite rangédooutpa
modifier brings the value back into range, the ALU will generate a finite value, not infinity.

The ALU accepts denormal values, but denormals are flushed tqoreserving sign. It is possible for a
multiplicative output modifieto bring a denormahtermediate result into the normal range; in t@se, the ALU
will generate a normal nonzero value.

The ALU MAD operation, which many ALU operations are based on, folkieusdard IEEE rules when handling
special input values, for example:

OPERATION RESULT NOTE

X * NaN NaN Xis any value
0.0 * Inf NaN

Inf * Inf Inf

Inf * -Inf -Inf

0.0*-0.0 -0.0

X + NaN NaN X is any value
Inf + -Inf NaN

Inf + Inf Inf

Inf +-1.0 Inf

0.0 +-0.0 0.0

-0.0 +-0.0 -0.0

Dot products may lose precisiamcases where the values to be adtiffdr greatly in magnitude. For example, if
the two largest valugs be added cancel exactly, and the dargest value has a magnitusiaaller by a factor of
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2725 or more, US will emit +0.0 rather than g ofthe two remaining components. IEEE is silent on the
behaviorof such fused operations, and it seems unlikely that this coneitibmanifest very often.

MIN and MAX operations return the second argument if either inpNals (this is consistent wittEEE and SM3
specifications); infinitevalues compare as usual. If both inputs afe0G; MIN and MAX will return the second
input (consistent with IEEE and the SM3 spe@ysa result, MIN(+0,0) ==-0, and MIN¢O0, +0) == +0.

CND and CMP operations retuthe second argument if either inpulNiaN; infinite values compare as usual. As
with the predicate compaoperators, +0.0 and.0 are both "equal” to 0.

MIN, MAX, CND, and CMP are guaranteed to return one of theirfiivetarguments. If you use
US_OMOD_DISABLED as well, then you wiflet abit-exact representation of one of the first two arguments.

ALU operations usually enable the output modifier, which in stamdardizes NaN values and flushes denormal
results to zero. MOV instruction whid preserves the source bits may be implemelnyesitting
US_OMOD_DISABLED for the instruction and using thi&X(src, src) instruction. The output modifier cannot be
disabledfor a saturated MOV (MOV with clamping enabled).

7.7.3 ALU Transcendental Fbating Point

In US, transcendental operations are EX2, LN2, RCP, RSQ, SIN, andregdsmatically speaking, one of these
functions does not belongYranscendentals do not maintain extra internal precision; as a iiethdtresult of the
transcendental opdran exceeds the IEEE finitange, the ALU will generate infinity even if the output modifier
would bring the result back into range. Similarly if the result is denortimalALU will generate a pure zero
(preserving sign) even if the outpubdifier wodd bring the result back into the normal range.

Special values are computed as shown in the following table:

INPUT EX2 LN2 RCP RSQ SIN COS
+0.0 +1.0 -Inf +Inf +Inf +0.0 +1.0
-0.0 +1.0 -Inf -Inf +Inf * -0.0 +1.0
+Inf +Inf +Inf +0.0 +0.0 NaN NaN
-Inf +0.0 NaN -0.0 NaN NaN NaN
NaN NaN NaN NaN NaN NaN NaN

* For RSQ, recall that the square root occurs first. IEEE spesiijig0.0)-> -0.0; the US deviates from this,
however this doesot affect SM3 compliance since RSQ is always used with theuabsalue input modifier for
SM3 shaders.

7.7.4 Texture Floating Point

Projected and cubemapped texture coordinates are processed inbloek)isefore being sent to the texture unit.
The texture unit doesot accept NaN, so NaN coordinates are convertedhfmnity beforebeing sent to the texture
unit. As with the ALU, denormal inputs adénormal results are converted to pure zero, preserving sign.

The multiplier used for projection and cubemapping does not fol®& rules when handling special vadueThis
will become apparerdnly when you attempt to project or cubemap a coordinate that coataingnite or NaN
component.
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You should use caution when generating very large values for gsem@bnates in a texture lookup. These values
may geneate infinitevalues when scaled by the texture dimensions, projected, or cubemapped.

7.7.5 Legacy multiply behaviour

By default multiplication by zero is IEEEompliant for any ALU instruction. To support legacy (SM1.x) shaders
which did not have an IEEEonpliant multiplier, set
US_CONFIG.ZERO_TIMES_ANYTHING_EQUALS_ZERGSetting this bit will cause the multiplier used by
MAD, dot productsMDH and MDV to treat "+0 * x == +0" for all values x. Note that IEEteviates from this
behaviour when x is infinitpr NaN. Modern shadeshould not set this bit.

7.8 Writing to US Registers

The US configuration, integer constant, and boolean constant regiteloe written to directly. However due to
addressing limitationslsewhere in the pipe, the US instructaord ALU constant registecannot be written

directly; they must be programmed via a vector mechanism provided in the GA block. You write to the vector in
two partsifirst, you program the write destination in GA_US_VECTOR_INDEX, then write data to

GA_US VECTOR_DATA until you have set all the valuidsnterest.

7.8.1 Writing instructions

To write one or more shader instructions, set GA_US_VECTOR_INDEX. TREA_US_VECTOR_INST and
GA_US_VECTOR_INDEX.INDEX to the address of tfiest shader instructiongu want to write (from O to 511).
Then writeeach instruction register to GA_US_VECTOR_DATA (usually, a totalwfis per instruction), in the
following order:

ALU/OUTPUT TEX FC
0: US CMN_INST US CMN_INST US CMN_INST
1 US ALU RGB_ADDR US TEX INST 0
2: US ALU ALPHA ADDR | US TEX ADDR US FC_INST
3: US ALU RGB_INST US TEX ADDR DXDY | US FC ADDR
4; US ALU ALPHA INST |0 0
5: US ALU RGBA INST 0 0
A few notes:

1 If you are writing an FC or TEX instruction, you may need to thedvector with zeros; noteaha zero
dword must be written ithe middle of the FC instruction.

1 You can write to multiple instructions without updating the indéter you write 6 values to
GA_US_VECTOR_DATA, the GA will automatally increment the instruction index. The index psat
512.

1 If the last instruction you write to is a TEX or FC instructigoy do not need to write the last two zero
dwords that are usddr padding.

1 Similarly, if you do not need to update all instruction registershe last instruction you write oy do not
need to write theegisters that follow it.

1 You should always write to GA_US_VECTOR_INDEX before writingegjuence of instructions, to
ensure the GA is setup appropriately.
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7.8.2 Writing ALU constants

To write one or more ALU constants, set GA_UEGTOR_INDEX.TYPE tacGA_US_VECTOR_CONST and
GA _US VECTOR_INDEX.INDEX to the addressthie first constant you want to write (from 0 to 255). Then
write each constant register to GA_US_VECTOR_DATA (usually, a totdlwffites per constant), in the follovgn
order:

0: US ALU CONST R
1: US ALU CONST G
2: US ALU CONST B
3: US ALU CONST A
A few notes:

1 You can write to multiple constants without updating the indédber you write 4 values to
GA_US_VECTOR_DATA, the GA will automatically increment the camstindex.

91 If you do not need to update all components of the last consiantrite, you do not need to write the
components that followt.

1 You should always write to GA_US_VECTOR_INDEX before writingegjuence of constants, to ensure
the GA is setup@propriately.
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8. HiZz

8.1 Introduction

The R5xxHizZ (Hierarchical Z) unit performs a coarse z occlusion test on a tile of pixels to generate a mask
indicating whether a set of quads within the tile is potentially visible. The Scan Converter (SC) block usaskhis

to determine which quads will be passed on to the Rasterizer (RS) and which will be pruned. In this manner, HiZ
provides an earkput mechanism for dropping quads.

This section presents an overview of the operation of the HiZ unit and a guide oo pi@gram it.

8.2 Enabling HiZ

HiZ operation must be enabled in both the SC and ZB. It is enabled or disabled in the SC by setting the HZ_EN field
in the SC_HYPERZ_EN field to 1 or 0. Similarly, it is enabled or disabled in the ZB by setting the HIZ_ENABLE
field in the ZB_BW_CNTL register to 1 or 0.

8.3 Configuring HiZ

The following registers must be set to configure the HiZ unit for operation.

The ZB_HIZ_PITCH register specifies the pitch of the HiZ buffer in HiZ RAM. The host writes the pitch in pixels.
Theregister interprets bits [13:4] as the 16 piaByned HIZ_PITCH field. This field is used as pitch_mux in
formula 1 in section 2.2, which calculates the DWORD address in HiZ RAM where z floor updates are written
during z cache line evictions.

The ZB_HIZ OFFSET register specifies a base offset into HiZ RAM. Bits [16:2] of this register are the DWORD
aligned HIZ_OFFSET field.

The HZ_MAX field in the SC_HYPERZ_EN register specifies whether the minimum or maximum z in the 8x8 tile
is interpreted as the clest z whose floor is sent to the HiZ unit. The definition of which is the closest depends on
the sense of the z function. For instance, if the z function is LESS, the minimum value is the closest. The
programmer should set this field according to the zganmmon function that is set in the ZFUNC field of the
ZB_ZSTENCILCNTL register. Setting SC_HYPERZ_EN.HZ_MAX to 0 sends the floor of the minimum, and
setting it to 1 sends the floor of the maximum.

The HIZ_MIN field of the ZB_BW_CNTL register specifies ather the HiZ unit updates the HiZ RAM with the
floor of the minimum or maximum z value during z cache line evictions. As with the SC_HYPERZ_EN.HZ_MAX
field, this field is also dependant on the z function set in the ZB_ZSTENCILCNTL. Setting HIZ_MIN uafesp

HiZ RAM with the floor of the maximum z, and 1 updates with the floor of the minimum.

The following table shows how the SC_HYPERZ_EN.HZ_MAX and ZB_BW_CNTL. HIZ_MIN fields should be
set according to ZFUNC. It also shows what the HiZ RAM should liallgicleared to, and what action the HiZ
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comparison takes. The é6Z_ MI NMAX® column corresponds to
write to Hi Z(X, Y)&é corresponds to the ZB_BW_CNTL. HI Z

ZFUNC HiZ Clear Z_MINMAX HZ 2" Level Z Function ZB write to HIZ(X,Y)
Value
0 - Never Donét C| Min(Z0, 71, Prune the Block Donét care
Z2)
1-Less Floor(Z_Clear) | Min(Z0, 21, If (floor(Z_MINMAX) > Floor(Maximum(Z))
Z2) HiZ(X,Y))

Prune the Block

Else

Pass the Block

2-Less or Equal | Floor(Z_Clear) | Min(Z0, Z1, If (floor(Z_MINMAX) > Floor(Maximum(Z))
Z2) HiZ(X,Y))

Prune the Block
Else

Pass the Block

3- Equal Donét C| Min(Z0, 21, Pass the Block Donbét <care
Z2)

4 - Greater or Floor(Z_Clear) | Max(Z0, Z1, If (floor(Z_MINMA X) < Floor(Minimum(2))

Equal Z2) HiZ(X,Y))

Prune the Block

Else

Pass the Block

5- Greater Than | Floor(Z_Clear) | Max(Z0, Z1, If (floor(Z_MINMAX) < Floor(Minimum(2))
Z2) HiZ(X,Y))

Prune the Block
Else

Pass the Block
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6 - Not Equal Donét C| Max(Z0, Z] Pass the Block Donét Car e
Z2)

7 - Always Donét C| Max(Z0, Z1, Pass the Block Donét Car e
Z2)

8.4 HiZ Clear with PM4 Packet

The most efficient manner for a driver to clear HiZ RAM is to use the 3D_CLEAR_HIZ -3Wid4 packet. The

3D_CLEAR_HIZ packet is escribed below.

3D_CLEAR_HIZ

Functionality

Clear HIZ RAM.
Format
Ordinal Field Name Description
1 [ HEADER ] Header of the packet
2 START Start
3 COUNT[13:0] Count[13:0]i Maximum is Ox3FFF.
4 CLEAR_VALUE The value to write into the HIZ RAM.

8.5 Example: Putting it All Together

Here is a simple example that demonstrates typical steps in setting up the HiZ unit:

/I enable z buffering

regwrite (ZB_CNTL, Z_ENABLE, 1);

/I set the ZFUNC to LESS

regwrite (ZB_ZSTENCILCNTL, ZFUNC, 1); // 1 = LESS

/l enable Hiz in the SC

regwrite (SC_HYPERZ_EN, HZ_EN, 1);

/I enable HiZ in the ZB

regwrite (ZB_BW_CNTL, HZ_EN, 1);

/l set HZ_MAX in SC_HYPERZ_EN to MIN for ZFUNC=LESS
regwrite (SC_HYPERZ_EN, HZ_MAX, 0);

/l set HIZ_MIN in ZB_BW_CNTL to MAX for ZFUNC=LESS
regwrite (ZB_B  W_CNTL, HZ_MIN, 0);

/I set HIZ_OFFSET to O

regwrite (ZB_HIZ_OFFSET, HIZ_OFFSET, 0);

/I set HIZ_PITCH to 1024

regwrite (ZB_HIZ_PITCH, HIZ_PITCH, 1024 >> 4);

/I initialize the HiZ RAM to a clear value of Oxff

/I for all the bytes in a 1024x768 area:

/] seti nitial write index. It will auto - increment
/I after each write to ZB_HIZ_DWORD

regwrite (ZB_HIZ_WINDEX, HIZ_WINDEX, 0);
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/I write floors for one 8x8 tile with each DWORD.

/I this example assumes a dual - pipeline configuration.

/I since half the screen is o wned by the second pipeline,
/I and host writes are broadcast to both pipeline RAMS

/I at the same address, we write the clear DWORD for

/l half of 1024>>3. In a single - pipeline configuration,

/I we would write the clear DWORD for 1024>>3.

for (inty =0 ;Y < (768 >> 3); y++)

for (int x = 0; X < ((1024 >> 3)>1); x++)
{

}

}

/I read back a DWORD in pipeline 1 at address 0
regwrite (SU_REG_DEST, SELECT, 1);

regwrite (ZB_HIZ_RINDEX, 0);

DWORD dwGetHizZValu e = regread (ZB_HIZ_DWORD);

regwrite (ZB_HIZ_DWORD, HIZ_DATA, OXxffffffffL);

8.6 State Changes That Invalidate HiZ

This section describes the conditions that invalidate HiZ RAM and those that have no effect.

Disabling Z testing or disabling Z writes does not invalidate HiZ RAM, so no special actiomiiedeity these

cases. Because both of these states result in no new z data being written to the z buffer, there are no z cache
evictions that update the contents of HiZ RAM. Therefore, HiZ RAM is preserved and can continue to be used after

Z buffering or Zwrites are reenabled.

Certain ZFUNC transitions can invalidate the contents of HiZ RAM. As a general rule, the safest approach when
il the start of the next
does not need to be

ZFUNC is changed is to disable HiZ testing until the contents of HiZ RAM are reset, e.g. unt
frame where HiZ RAM is renitialised. Having said that, there are transitions where either HiZ
disabled, or it may be +enabled before the end of the frame:

1) HiZ does not need to be turned off when transitioning back and forth betweerabB $ESSEQUAL.
HiZ must be disabled when transitioning from either LESS or LESSEQUAL to EQUAL, but may be re

enabled when transitioning back from EQUAL to LESS or LESSEQUAL.

2) HizZ does not need to be turned off when transitioning back and forth betweeATERE
GREATEREQUAL. HiZ must be disabled when transitioning from either GREATER

nd
or

GREATEREQUAL to EQUAL, but may be fenabled when transitioning back from EQUAL to

GREATER or GREATEREQUAL.

All other transitions invalidate the contents of HiZ RAM wigspect to the new sense of the z comparison.
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9. Driver notes
9.1 R5xx Changes

9.1.1 PS3.0

R520 TX supports pixel shader model 3.0. Support febiBEEEE input coordinates from the shader aneb®2
IEEE output colors to the shader. Support for per pixel (or pad)TEXLDB, TEXLDL, and TEXLDD
instructions.

9.1.2 Filter4

R520 can support limited Filter4 filtering. The kernel is 4x4 symmetric and separable with 16 phases. The kernel
weight precision is S,1.9. There is one global kernel shared by all textures. THakkraged using the global
TX_FILTERA4 register. Filter4 can be enabled per texture using the MAG and MIN filter registers. Only one of four
8-bit components can have Filter4 applied at a time. That component is selected using FORMAT2.SEL_FILTERA4.

9.1.3 Maximum Image Extents
R520 supports up to 4K texels in width, height, or depth.

9.1.4 Trilinear Interpolation Precision
R520 supports-Bits of trilinear precision. R420 supportedis.

9.1.5 Image Formats
New image formats over R420 : ATI1N, 10, 10_10, 10 _10 10 10, REVERSED

9.1.6 Border Color

Added border color support for FAT formats, specifically 16_16_16_16, 16f 16f 16f 16f, 32f 32f,
32f _32f 32f 32f. Border color is now supported for all image formats.

9.1.7 Non-Square mipmaps with border color

Added mode register ETER1.BORDER_FIX which when asserted will stop right shifting the texture coordinate

once the image size has been right shifted to one. BORDER_FIX only needs to be asserted when the clamp mode is
a border mode and mipmapping is enabled and the mipmap-sqouare. However it should be safe to assert
BORDER_FIX anytime.

9.1.8 POW2FIX2FLT

Added mode register FORMAT2.POW2FIX2FLT which when asserted the TX will divide by pow2 instead of
pow2-1 when doing fix2float conversion of the filtered texture color.

9.1.9 GA IDLE

R520 has a new status register called GA_IDLE which can be used to get information abaurtchbakgs. To
read this register, the following procedure may be used:

1 Read RBBM_STATUS to make sure the HW is hung. If GA bit is busy, this may indicate a
bad-end hang.
1 Write 0x32005 to the RBBM_SOFTRESET register. This is to reset GA, CP and VAP.
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1 Read RBBM_SOFTRESET to make sure the write went through.
1 Write 0 to RBBM_SOFTRESET. This is necessary to get VAP to go idle.
1 RBBM_STATUS should now show that VARG CP are idle but GA still busy. If GA is not busy,
then GA_IDLE should be readable at this point.
1 If GA was still hung, write 0x200 to GA_SOFTRESET
T Now GA_ | DLE can be read. See the register spec f

indicates an idle unit.

9.1.10 HDP surface0 upper boud 64 byte alignment requirement

HDP surface 0 upper bound needs at least 64 byte alignment. This applies only to surface 0 and not to surface 1 to
7, which can be programmed as specified (32 byte aligned).

9.1.11 New Soft resets for CP
CPnow has total of 3 soft resets:

CP_SOFT_RESET =as before (for backward compatibility)
CP_SOFT_RESET_NO_DMA => soft reset CP except DMA engine

CP_SOFT_RESET_DMA => soft reset only DMA engine of CP.

9.1.12 CPSTOP CONEXT

Once SC/CB irdrms CP to stop_context, CP will not fetch/process any further read requests from command
buffers.

9.1.13 UpdatedCP Scratch compare logic
Scratch register interrupt functions as follows:

(a) Driver programs two 32bit registers with timestamp for comparisohsawgtir of scratch registers. We can call
this as DRV_REGS

(b) Driver programs PM4 stream with writes to two consecutive scratch registers (pairgé®&5495,6-7) to be
compared with DRV_REGS.

(c) In due course of time PM4 pkt would get executeds,ddidress/data would sit in the input fifo of CP , ready to
program both the scratch registers.

(d) As soon as CB (color buffer) sends two sets of RESYNC pulses (4 of them from each pipe with mask), CP
allows the FIFO contents to get transferred to scnagtsters for further action. (RBBM transactions are stalled at
this time)

(e) SCR_REGS data gets compared with DRV_REGS data for preprogrammed condition of either "equality" or
"non-equality” or "greater than" or "less than " or "greater than or equéléss than or equal".

© 2008 Advanced Micro Devices, Inc.
Proprietary 126



AMDH Revision 13 March 30, 2008

(f) If the condition is satisfied then an interrupt is generated informing driver/system teuyakel proceed for the
next command.

(9) The scratch register data gets written to system memory (if umask is set) at premappedosoelressl back
by the system/driver.

9.1.14 Host requests (GFX, ISYNC CNTL, RBBM GUICNTL, WAIT UNTIL)

PreR5xx, requests made within the aperture range OxX4BAEFF and 0x2000 OxFFFF were queued=rom
R5xx, onwards these requests will not be queue®NIS_CNTL, RBBM_GUICNTL and WAIT_UNTIL can be
programmed only for queued requests. As none of the host (P10) requests are queaadnbfpsbgram above
three registers through PIO.

9.1.15 Double Z

RV530 has two Z pipes, but a single raster pipe. In the EStREGDEST was used to select which raster pipe

you want to select. On RV530, you use FG_ZBREG_DEST. Because the pipe selection happens in the FG, you
must be in Z bottom mode This mainly applies to occlusion queries where you want to get Z padsatateach

Z unit.

9.1.16 FP16 AA support

R5xx-family chips support FP16 AA. However, there is an issue with the blend optimizations while FP16 AA is
enabled. Because of this, RB3D_BLENDCNTL.DISCARD_SRC_PIXEiLSt beset to
CB_DISCARD_SRC_DISABLE while FP 18A is enabled.

9.1.17 EP16 Blending

FP16 (64bit pixel) bleding is added in R5xgarts. FP16 Blend bandwidth is half the rate of 32 bit pixels; i.e. 8
pixels/clk in a 16 pipe system. FP16 blending uses the new 64 bit clear color register and constagistetsr re

Setting the FP16 blend equation to multiply by 1.0 is subtly different from disabling blending. A negative zero
(Ox8000) will be converted to zero (0x0000) if it is blended but 0x8000 will be drawn if blending is disabled. The
driver should distiguish between FP16 and 16 bit integer formats and never enable blending for 16 bit integer
formats. The CB FP16 implementation supports denorms but does not support NaNs and Infs. Only a 4 component
(ARGB16161616) format is supported. There are no rI&b616 formats.

9.2 Interface Notes

9.2.1 Raster Reset
The proper sequence for a full raster reset is the following:

1 Perform a RBBM reset with the GA RBBM client flag set
1 Perform a register write to the GA_SOFT_RESET register, with a value of 0x200 or higher

In the above sequence, the first item causes the GA to delete all pending register reads & writes and resets the
RBBM interface. If the GA status is idle, then the RBBM reset is not required. After this reset, the GA is ready to
accept register read and tericommands. However, the 3D pipe could be in a hung state, which would prevent it
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from accepting 3D commands or register commands.

The second operations (GA_SOFT_RESET) causes a soft reset of the 3D pipe. This reset causes a loss of all state in
the 3D,except in the GA & SU blocks. Shadow register valuesateeset. The 3D pipe should then switch to the

idle state after the reset. It will take 0x200+ cycles for the idle state tedsseeted (should be less than 0x200 +

64). The value of 0x200 issaggestion, which should be enough to reset all the pipelines. A larger value can be

used (up to 16b), but should not offer any benefit.

9.2.2 Non-textured, noncolored primitives

The R300 always does at least one 2D texture and one color per primitiveSTEBORNT has a baseline value of

1, which indicates up to 1 color and 1 texture are to be rasterized. The other registers used to specify the colors and
textures are the VAP_RASTER _VTX_ FMT_0 and RASTER_VTX_FMT_1 registers. These registers can be set to
haveno color and no texture. So if one wants to specify atagtured and nowolor primitive, one should set the
RASTER_VTX_FMT registers to no color and no texture, and set the RS_COUNT to 0. The raster will still

rasterize the extra colors and textutag, the rasterized values will be wrong. The shader code should then be set to
ignore the texture coordinates and colors and to setup a constant color, or the CB could be disabled so no color
writes occur (to setup the ZB, for example).

9.2.3 Flushing primitives out of the SC

All 3D operations need to be terminated with a register write to the SC, US or some down stream register. Unless
this is done, the SC/RS will never assert idle (which will be reflected as GA_BUSY). The final polygon rendered
should still dain out of the pipe.

9.3 Register Notes

9.3.1 Update to reqgister reads

R520 and followon chips now support simultaneous G3D register reads and writes. Coherency of reads and writes
is not guaranteed (reads can occur before writes). However, switching frofiecmditenode to read mode (P10
through RBBM) does not require idling the G3D pipe anymore. However, this mode is not enabled by default. The
following fields have been added to the GA_ENHANCE register:

REG_READWRITE 2:2

REG_NOSTALL 3:3

When the REG_REAIVRITE field is set, this enables the GA to support simultaneous register reads and writes.
However, simply enabling this mode allows the GA to receive both read and write commands (and to deal with
both), but it still tells the GA to wait for register ueh before continuing. Consequently, the GA will cause a stall
bubble, of (n) cycles to be injected, where (n) is the latency for register read back. If the register is shadowed, that
value is very small (A few cycles). If not, then it can be hundredgaés

When REG_NOSTALL field is set, this enables GA to support mixing the G3D pipe with reads and other activity;

in this mode, the register read is simply part of the pipeline data. This mode would allow for no performance hit at
all, when doing regter reads, since the GA will not cause a stall bubble (it will not wait for the register data to
return). It does not permit the GA to have multiple outstanding read requests, but it allows for minimal performance
impact.

9.3.2 Regqisters that cause stalls
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9.3.2.1 ZB Registers

Unpipelined registers

Writes to these registers causes a stall in the pipe. The stall is on as long as there are any quads in the ZB block.
Once the ZB block is empty the register is updated and the stall is removed. If multiple unpipelinecsrags

updated with no quads in the middle, then the first one will cause a stall to drain the ZB, but the following

unpipelined writes will go at full speedé
ZB_FORMAT

ZB_ZCACHE_CTLSTAT

ZB_BW_CNTL

ZB_DEPTHOFFSET
ZB_DEPTHPITCH
ZB_DEPTHCLEARVALUE
ZB_HIZ_OFFSET
ZB_ZPASS_DATA
ZB_ZPASS_ADDR
ZB_DEPTHXY_OFFSET

Pipelined Regsters
ZB_CNTL
ZB_ZSTENCILCNTL
ZB_STENCILREFMASK
ZB_HIZ_DWORD

Special register ZTOP

Whenever ZTOP register is switched from 1 to 0 or 0 to 1 a stall occurs at the SC stage of the pipe and it goes away
when all the quads between the SC and CB are drained from the pipe. Then the Zbuffer is moved iirtlee.pipe
Writing to Ztop a value that it currently holds (0 to O or 1L}dnas no performance penalty.

9.3.2.2 CB Registers

Unpipelined registers

Writes to umpipelined registers cause the CB to stall until all previous quads, pipelined registers, and partially
pipelined registers have finished processing. Once an unpipelined register has been written, a write to another
unpipelined register will not cause matalls as long as there are no intervening quads, pipelined registers, or
partially pipelined registers. The unpipelined CB registers are the following:

RB3D_CCTL
RB3D_COLOR_CLEAR_VALUE
RB3D_COLOROFFSET(0, 1, 2, 3)
RB3D_COLORPITCH(0, 1, 2, 3)
RB3D_DSTCAGHE_CTLSTAT
RB3D_AARESOLVE_OFFSET
RB3D_AARESOLVE_PITCH
RB3D_AARESOLVE_CTL
GB_TILE_CONFIG
GB_AA_CONFIG

Partially pipelined registers
Partially pipelined registers are pipelined everywhere in the CB except in one module. That module must stall until

all thequads that it is currently processing have finished. The number of stall cycles should not exceed about 15
cycles. The partially pipelined CB registers are the following:
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RB3D_ROPCNTL
RB3D_CLRCMP_FLIPE
RB3D_CLRCMP_CLR
RB3D_CLRCMP_MSK

Pipelined registes
These registers are fully pipelined and may be freely intermixed with quads without causing stalls. The pipelined

registers are the following:

RB3D_BLENDCNTL
RB3D_ABLENDCNTL
RB3D_COLOR_CHANNEL_MASK
RB3D_CONSTANT_COLOR
RB3D_DITHER_CTL

CB register ordemg

Because unpipelined registers can stall on preceding pipelined or partially pipelined registers, it is recommended
that all unpipelined registers are written first. Pipelined and partially pipelined registers may be freely intermixed
without penalty.

9.3.2.3 TX Registers

Global registers

Global registers are registers that affect all texture stages. On a write to any global texture register, the US will wait
for the TX to flush completely before passing the register to the TX. This could take on the ordeupla

hundred clocks worst case. Obviously writes to these registers should be minimized. There are two global registers
that cause the TX to flush : TX_INVALTAGS and TX_PERF.

Stage registers

Stage registers are registers that only affect 1 of the4$ilge texture stages. On a write to a Stage register, the US
will wait until that texture stage is inactive in the TX pipe, and only then will it pass the rdgisite TX It is

therefore important to rotate through the 16 sets of registers to axexister write to a stage that is still being
processed in the TX. Otherwise unnecessary stalls will occur.

9.3.3 Reqisters that affect performance

9.3.3.1 US_ W_FMT

When the W value is not being used (FG_DEPTH_SRC does not select discrete W), then this redibtee siebu
to specify that the source is the US and the format is always 0. Specifying that W comes from the rasterizer causes
stalls inside the US.

9.3.4 Other Registes

9.3.4.1 GB_TILE_CONFIG

The GB_TILE_CONFIG contains multiple raster pipe control fields. Sontleese need a soft reset afterwards to

apply the change. All of them require the pipe to be idle before performing the change. As well, in the R5xx, this
register is simply shadowed in the shadow RAM, except for the PIPE_COUNT field, which always #itieate

internal value of this field. This might or might not match the written value, depending on bad_pipes and max_pipes.
All fields after Hard reset will show the default values shown below. The fields all hard reset to the default values.
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Soft reset (@_SOFT_RESET) does not affect this register.

Here are the fields, with the default values, the reset status and a slight comment:

Fields Possible values Defaults Reset Comments
Enable [0:0] 0: Disable tiling Enabled (1) If changed, sdf The default value of
1: Enable tiling reset should be (1) should never be
applied changed
Pipe_count [3:1] 0: RvV350 Depends on fuses | If changed, soft Should be

3: R300 reset should be programmed with 4P

6: R420 (3 pipes) applied (7), 3P (6), 2P (3) or

7: R420 (4 pipes 1P (0).

Tile_size [5:4] 0: 8x8 pixels 1:16x16 No reset required | R5xx supports 16x16

1: 16x16 pixels or 32x32 only.

2: 32x32 pixels 32x32 should be
used, in 3p or 4p
cases, as performang
testing determines

Super_size [8:6] 0: 1x1 tile 0: 1x1 tile Only 1x1 mode

1. two 1x1 A,B tles guaranteed Feature

2: one 2x2 tile only used in mult

3: two 2x2 A,B tiles chip boards
Only support super
tiling with 1, 2 or 4
pipes (not in 3P
config)

Super_X, Super_Y, | 7b ID identifies 0 No reset required | When in single chip,
Super_Tile [15:9] unique locatiorof value should be 0.
chip in multichip

board

Subpixel [16:16] 0: 1/12 subpixel 0:1/12 Can be changed | Selects the 1/12 or
1: 1/16 subpixel whenever pipe is | 1/16 subpixel mode

idle without Reset

Quads_per_ras 0: 4 quads 0: 4 quads No reset required | Reserved for R350

[18:17] 1: 8 quads Leave at 0 for R300,
2: 16 quads RV350
3: 32 quads

Bb_scan [19:19] 0: Use intercept sca| O: Intercept No reset required | Intercept method is
conv. new and higher

1: Use bounding boy performance.

scan conv. Bounding box is
traditional & slower,
but fAguar g
work. Should only be
changed if raster
issues come up.

Alt_scan_en[20:20] | 0: Do Z type scan | O: Z type Can be changed | RV350 andR420

conversion
1: Do S type scan
conversion

when pipe idk.

support S scan
conversion, which
maintains local
coherence from scan
line to scan line,
instead of Z type
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whi ch HfAgoe€g
the left on every scan

line
Alt_offset[21:21] 0: Use 1440/1088 | 0:1440/1088 mode | Should be When in mode (1),
offset for SC switched when allows for a render
1: Use 672/1088 pipe is idle. target of 4k x 4k,
offset for SC only for 1/12

subpixel mode. The
X,Y offsets in the GA
are not affected, so
that the viewport
should be loaded with
a value of (672
1440=768) tomatch.

Subprecision [22:22] | 0: Uses 4b of sub | 0: 4b Should be Allows for 4 extra
pixel precision changed when bits of subpixel
1: Uses 8b of sub pipe is idle. precision. All
pixel precision computations done in

higher precision
when in use. Should
always be enabled.

Alt_tiling [23:23] 0: Use regular tiling | 0: Regular tiling No reset required | Empirical testing
for 3P mode needs to be done to
1: Use alternate determine which has
tiling for 3P mode higher performance.
Either tiling mode is
possible.
Z_exended[24:24] 0: Use [0,1] Z clamp| 0: R3xx/R4xx mode | Should be Should allow us to
range changed when increase guardband.
1:Usef2,2]Z pipe is idle Per pixel clamping to
range [0,1] still occurs in
SC

9.3.4.2 GB_PIPE_SELECT

GB_PIPE_SELECT controls the phydiead logical pipe mapping, as well as the total number of active pipes. It
works with GB_TILE_CONFIG to configure the pipelines. It is procedural and not shadowed; if you read the
register back after hard reset, you should get the default values. i@h#ng register is generally not required, if

the fuses are set correctly (i.e. max_pipes reflects total number of working and desired pipes; bad_pipes indicates
which of the 4 pipes are bad). The MAX_PIPES and BAD_PIPES fields ar@ndgdand reflectvhat the SU unit

receives from the fuse unit. The fuse unit can be programmed to alter the max_pipes/bad_pipes, but not contrary to
the actual fuse settings (can never set, through SW, internally max_pipes to higher than the fuse setting).

Fields Posible Values | Defaults Reset Comments
PIPEO_ID [1:0] 0,1,2,3 Depends on fuse{ Pipe should be | Determines the logical mappin
i Often 0 soft reset after of physical pipe 0
changing
PIPEL1_ID [3:2] 0,123 Depends on fusey Pipe should be | Determines the logical mappin
i Often 1 soft reset after of physical pipe 0
changing
PIPE2_ID [5:4] 0,1,2,3 Depends on fuse{ Pipe should be | Determines the logical mappin
i Often 2 soft reset after of physical pipe 0
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changing

PIPE3_ID [7:6]

0,1,2,3

Depends on fies

T Often 3

Pipe should be
soft reset after
changing

Determines the logical mappin
of physical pipe 0

Pipe_mask [11:8]

0 through 16

Depends on fuse

T Max is 4

Pipe should be
soft reset after
changing

Each bit of the mask identifies
if a physical pipes good (1) or
not (0). A value of Oxf
indicates 4 good pipes.

Max_pipes [13:12]
Read Only

0: 1 good pipe

1: 2 good pipes
2: 3 good pipes
3: 4 sweet pipes

Depends on fuse

Read only field

Indicates the fuse state for the
number of good pipes.
GB_TILE_CONFIG.pipe_count]
should not try to use more thar
this number of pipes. HW will
ignore any programming that
tries to override this value.

Bad_pipes [17:14]

0 through 16

Depends on fusey

Read only field

Returns a (1) for each good
pipe. Matches pipe_mask
format. You cannot enable mo
pipes than max_pipes.

Config_pipes
[18:18]

0: Do nothing
1: Force aute
config

N/A

Should be soft
reset after
writing, if fields
are changed

Causes the HW to ignore the
pipe#_ID and pipe_mask fieldg
and to generate those values
based on the fuse state.

The GB_PIPE_SELECT configures the pipes to match the desired configuration. SW should not attempt to
configure the pipes in a way that contradicts the max_pipes value, which is programmed thrdiggfuses at die

test time. SW will be ignored if it contradicts the fuses. However, the bad_pipes can be programmed to enable a
pipe,

fimar ked

bado

but it

mu st

than max_pipes, otherwise the HWhignore the bad_pipes register.

9.4 Feature Notes

9.4.1 Switching Pipeline configuration / Resetting 3D pipe

t hen

di sabl e a

The raster pipeline can be switched from single pipe to dual pipe and back through the use of the
GB_TILE_CONFIG register. As well, the GB_TILE_SELEGHould be used to select the physical pipes to use.
Switching from one mode to another requires the following sequence:

I The 3D pipe must be idle (WAIT For 3D IDLE)
1 The GB_PIPE_SELECT register should then be read, to determine the current max_pipes pipeésad
The SW can then program it with those values or new values.
1T The GB_TILE_CONFI G registero6s PIPE_COUNT field
P10):
o 0xO for single pipe (RV350
0 0x3 for dual pipgR300)
o 0x6 for triple pipe (R426BP)
0 0x7 for quad pipe (R420
1 The 3D pipe & GUI must be idle again after writing the registers
1 The GA_SOFT_RESET register must be written with 0x100 or greater (use PIO)
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Wait for ~1 ms (prevents race conditions between GA_SOFT_RESET And 3d idle status read)

The 3D pipe & GUI must be idle again to permit any other activity (register or data) (read RBBM status for
GAidle)

1 If the fuses are set to limit the number of active pipes to a given level (1,2,3 or 4), then GB_TILE_ CONFIG
and GB_PIPE_SELECT settings willtige able to override those values. A hang or other problem could
actually occur if SW tries to enable fibad pipeso.

= =4

The above sequence will invalidate the state of the pipe as well as switching it.

For resetting the pipe, the same process as abookoiwéd:

The 3D pipe must be idle (WAIT for 3D IDLE) or hung

The RBBM soft reset of GA must be done, if chip is not idle

The GA_SOFT_RESET register must be written with 0x100 or greater (use PIO)

Wait for ~1ms

The 3D pipe & GUI must be idle again to peranity other activity (read RBBM status for GA idle)

= =4 -4 -4 -9

9.4.2 Switching vertex data rounding mode

The GA_ROUND_MODE register can be used to select between round to nearest and truncate (round to 0) for both
vertex geometry (X,Y) and color conversions. The defauib truncate. This register should only be changed when

the 3D pipe is idle. Otherwise, switching can occur in the middle of primitives, which could cause visual anomalies.
This register, once set, should never be changed again.

9.4.3 Switching from 1/13' to 1/16" subpixel mode

Switching from 1/12 to 1/16 subpixel mode is done through the use of the GB_TILE_CONFIG register. Normally,
changing this register requires the use of a soft reset afterwards. However, changing the subpixel field does not
require a reet. However, it does require that the 3D pipe be idle. Also, the Z buffer can become incompatible after
switching the subpixel mode. Basically, if Z compression is enabled, the values contained in the Z buffer are
incompatible between subpixel modes, sat the buffer needs to beirétialized after each switch.

9.4.4 Fastfill and compression in Z

Fast fill and compression only works in midited mode. The following table shows the valid combinations of fast
fill and rd/wr compression :

Fast Flll | RdCompession | WrCompression | description

0 0 0 no fastfill or compression, the Z buffer has to be cleared explicitly.

1 0 0 fastfill, Z buffer does not need to be cleared explicitly, The zmask should
set to 26b00 for all fdow Thelzd cledrxalu
will hold the cleared Z value

1 1 1 Same as above , with compression turned on.

1 1 0 Used to decompress , a compresse

Note that all other combinations in the above table are invalid. The emulator is programmestategamassert in
thee casesCompression does not work with all-b@ formats. For 16it integer buffering, compression causes a
hung with one or two samples and should not be used.
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9.4.5 Z-Top

It is beneficial for performance to have Z buffer at e of the pipe, since the quads that do not pass Z buffer do
not have to be sent to the shader. Depending on how many instructions the shader executes, this could gain you a lot
of advantage. There@aseveratases in which the Z buffer has to be at tbgdm:

1- Alpha thresholddfunction is turned on
2- Shader uses texkill instructions.

3- Chroma key cull enabled.

4- W-buffering

Cases 1,2 and 3 can kill a pixel before Z buffering . However, if the contents of the Z/stencil buffer will not be
modified, then ztp can remain enabldd). This implies that the following staigin effect:

1- Z-buffering is disabled or Zwritenask is off .
2- Stencil is disabled or steil-wrmask is off or SFAIL/ZPASS/ZFAIllare all set to KEEP.

W values are always generated at thedmtof the pipe, so for seuffering, ztop should be set to 0.

There is penalty in moving the Z buffer from top to bottom or vice versa. The pipe will be stalled at the sc and all
the quads that are in the pipe between the sc and cb have to be proe&ssethé switch occurs. This is all done in
HW. If the ztop =0 and you write another 0O toliette is no performance penalty.it is 1 and you write a 1 to it,

there is no performance penalty. The penalty is only incurred when you switctofsdmbottom or bottom to top.

9.4.6 Sub-sample locations

In point sample mode, POSO0 defines the X,Y of the upper left pixel of the quad. POS1 defines the X,Y of the upper
right pixel of a quad. POS2 defines the X,Y of the lower left pixel in a quad and POS3 dediney¥ of the lower

right pixel in a quad. This is done so that in R200 style ss@epling mode, the sample locatidosthe pixels can

be jittered Hierarcical Z has to be shut off when the 4 pixels in the quad have diffecatibns in point sample

mode.

In multi-sample mode , samples 0,1,2,3,4,5 of pixels 0,1,2,3 of a quad are defines by pos0,1,2Ba, pixels in
the quad have the same ssdmple pattern.

There is a quirk when setting the MSPOS0.msbd0_x. The value represents the dlistarthe left edge of the
pi xel quad to the first sample in subpixels. Al'l val
used f or t hTae hdriware wilhcoreert@ Bitd 8 internally.

It is also important that wheausing less than 6 multisample positions, the unused samples must be set to the position
of other valid samples.

9.4.7 Dithered Clears

Fast cmask clears of a subsampled buffer will not be dithered.
The ZB doesndt do col or diithdreelr i ng so ZBCB cl ears will |

When doing clears in 16 bit mode with dithering enabled the driver should examine the clear color value and
determine if it would be affected by dithering. For example a color value of zero when dithered will remain zero for
all dither factorslf the color would not be affected by dithering either fast clears or ZBCB clears can be used,
otherwise a full window rectangle write should be used to clear the buffer. This is only an issue for 16 bit buffers
with some clear color values so hardwarppsrt is not provided.
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9.4.8 4x AA tiling

R420 introduced a newliig mode for 4x AA buffers.Each 4x4 block of pixels occupies 8 cache lines of memory

(32 bytes per cache line). When the block is decompressed, the color samples are grouped togeth#rl6Thus,
sample Os are in one chunk, all 16 sample 1s are in another, etc. On R300, decompressed blocks where organized
with sample 0s being first, then sample 1s, then 2s then 3s. On R420, groups of 8 cache lines have the top and
bottom halves interchandevhen the block address is odd in the x dimension. For example, block (0,0) is organized
just like R300, but block (1,0) would have samples 2 and 3 before samples 0 and 1. Block (2, 0) would be just like
R300 again.Note: This new tiling mode only apples when memory mapping is disabled.

9.4.9 8x8 Z plane compression

Chips based on the RV350 and beyond support a new 8x8 Z plane compression mode specified in the
GB_Z PEQ_CONFIG register. When compression is not enabled, the Z plane compression modedsddo be
4x4 in order for the GA and ZB to agree on the Z plane equation format and avoid visual corruption.

9.5 Blend optimization notes

9.5.1 Disabling reads during blending

The destination color is not necessary for some blending operations. The cb hamalrkadadied
RB3D_BLENDCNTL.READ_ENABLE to control whether the destination color is read or not during blending
operations. Reads must be enabled during blending operations that require the destination color. Failure to do so
will result in incorrect reglts. Leaving the register enabled when blending is disabled does not have any adverse
affects.

9.5.2 Discarding pixels based upon the source color

There are cases where blend operations do not change the contents of the frame buffer. For example, aolding zero
the frame buffer does not change the frame buffer contents. Although the operations do nothing to the frame buffer,
they still take bandwidth. The cb can discard pixels based on the source color to eliminate some useless blend
operations. The RB3D IEENDCNTL. DISCARD_SRC_PIXELS register controls the functionality. When to use

this feature is under driver control. The cb will not override this register if it is not safe to use under the current
blending mode.

9.5.3 ZB/CB cache flushes

ZB/CB cache flushetake hundreds of cycles to complete, so they should be avoided if possible. Performing a
cache flush when the cache is already clean only takes
multiple times as long as there are no interveninglglua

9.6 Texture Notes

TX_CHROMA_KEY must be the same format as the texture b
should be AVYU for all YUV formats.

TX_FMT_*_MPEG formats are implicitely signed. However the TX_FORMAT1_*_SIGNED_COMP* bits must
still be explicitely set. It is a bug to use an MPEG format and indicate that the components are unsigned.
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9.7 Errata

9.7.1 Facing bit with Polymode & colors

INRExx, just as R4xx, when lines are sent fromlodthe setup
since no facing information is sent between the SU and SC. This implies that lines will always be treated as
Aiforward facingd in the scan converter. This facing in:

be used as a conidihal.

Consequently, in polygon outline mode, where lines have front and back meaning, when rendering a line polygon
(for either front or back), the facing bit will always be marked as front facing, regardless of the facing of the original
triangle. Back Front culling does occur correctly here (i.e. if the front render is line and front face culling is
enabled, then no front facing lines will get drawn), but the facing bit for rendered lines or points will be always front
facing.

The R5xx contain a w&raround for this problefin the form of a special modé& his mode is enabled by setting

the bits of SU_PERF.PERF3_SEL to all 16s (31). When e
the colors to be set to (0) for front facing, or fdr) back facing. All colors in a primitive will get their sign bit

changed, based on the facing of the primitive, or of its provoking vertex (in the case of polymode). If source colors

are positive, then, in the pixel shader, back facing polygons &k Imegative colors, while front facing polygons

will have positive colors. This mode will work, regardless of PS2 or PS3 mode in the pipe.

9.7.2 PS3 Polymode textures

In the R5xx mode, polymode texture coordinates are not computed correctly when therpp®3smode. To fix

this, a polymde_ps3ix has been implemented. This mode is enabled by setting the GA_PERF.PERF3_SEL[4] bit
to Ox1. This mode should only be set when in PS3 mode. As well, when set and in PS3 mode, colors will not
longer be computedoerectly in polymode for polygons, but that is acceptable, since colors are not naturally
available in PS3 mode.

9.7.3 GA Foq stuffing

The GA supports stuffing the fog value (either an FP20 from>&Ta, or W or Z) into a texture compam. The
limitation for R5xx, is that the GA can only stuff the component of the first active texture. It can only stuff any one
of the first 2 active components of the first active coordinate set.

9.7.4 Line rendering

When subpixel precision is enabled, there is a possibilitythiearendering hardware will determine an incorrect
dominating direction, when the start and end X values of the line have the same 1/12 or 1/16 pixel value, but
different subpixel values. This can cause double pixel hits or missing pixels in contineadrawing. The work
around,is to disable subpixel precision rendering when drawing lines.

9.7.5 PS3 VTX EMT & PS3 TEX SOURCE

Writes to the PS3_VTX_FMT and PS3_TEX_ SOURCE register can cause bad textures or hangs in R5xx chips, if
followed immediately by VECNTL writes (i.e. draw command}-ollowing any of these 2 registers with 2 register
writes (to GA or any block below) will always avoid the problem, before the next VF_CNTL.
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10. Registers

10.1 Command ProcessoiRegisters

|CP:CP_CSQ2_STAT- [R] - 32 bits - Access: 8/16/32 MMReg:0x7fc

|

|DESCRIPTION: (RO) Command Stream Indirect Queue 2 Status

[Field Name |Bits |Default |Description |

CSQ_WPTR_INDIRECT 9:0 none Current Write Pointer into the Indirect Queue. Defau
0.

CSQ_RPTR_INDIRECT2 19:10 none Current Read Pointer into the Indirect Queue. Defau
0.

CSQ_WPTR_INDIRECT?2 29:20 none Current Write Pointer into the Indirect Queue. Defau
0.

[CP:CP_CSQ_ADDR [W] - 32 bits - Access: 8/16/32 MMReg:0x7f0

|

|DESCRIPTION: (WO) Command Stream Queue Address

[Field Name |Bits |Default  |[Description

Command Stream Queue.

CSQ_ADDR 11:2 none Address into the Command Stream Queue which is
read from. Used for debug, to read the contents of th

|CP:CP_CSQ_APER_INDIECT - [RIW] - 32 bits - Access: 8/16/322 MMReg:0x13000x13fc

|DESCRIPTION: IB1 Aperture map in RBBMPIO

[Field Name |Bits |Default  |[Description |
CP_CSQ_APER_INDIRECT ||31:0 none IB1 Aperture
(Access: W)

|CP:CP_CSQ_APER_INDIRECT2 [R/W] - 32 bis - Access: 8/16/32 MMReg:0x12000x12fc

|DESCRIPTION: IB2 Aperture map in RBBMPIO

[Field Name |Bits |Default  |[Description |
CP_CSQ_APER_INDIRECT2 (|31:0 none IB2 Aperture
(Access: W)

|CP:CP_CSQ_APER_PRIMARY [R/W] - 32 bits - Access: 8/16/32 MMReg:0x10000x11fc

|DESCRIPTION: Primary Aperture map in RBBMPIO

|Field Name ||Bits ||Defau|t ||Description
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CP_CSQ_APER_PRIMARY [|31:0 none Primary Aperture
(Access: W)

|CP:CP_CSQ_AVAIL- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7b8 |
IDESCRIPTION: Command Stream Queue Available Counts |

|Field Name ||Bits “Default ||Description |
CSQ_CNT_PRIMARY 9:0 none Count of available dwords in the queue for the Primg
(Access: R) Stream. Read Only.
CSQ_CNT_INDIRECT 19:10 none Count of available dwals in the queue for the Indirect
(Access: R) Stream. Read Only.
CSQ_CNT_INDIRECT?2 29:20 none Count of available dwords in the queue for the Indire
(Access: R) Stream. Read Only.

[CP:CP_CSQ_CNTL [R/W] - 32 bits - Access: 8/16/32 MMReg:0x740 |
|DESCRIPTIO N: Command Stream Queue Control |
[Field Name |Bits |Default  |[Description |

CSQ_MODE 31:28 0x0 Command Stream Queue Mode. Controls whether e
command stream is enabled, and whether it is in pus
mode (Programmed 1/O), or pull mode (BMsster).
Encodings arelmosen to be compatible with Rage128
Primary Disabled, Indirect Disabled. 1= Primary PIO
Indirect Disabled. 2= Primary BM, Indirect Disabled.
3,5,7=Primary PIO, Indirect BM. 4,6,8= Primary BM
Indirect BM. 314= Reserved. 15= Primary PIO, Indir
P10 Default = 0

|CP:CP_CSQ_DATA- [R] - 32 bits - Access: 8/16/32 MMReg:0x7f4 |
|DESCRIPTION: (RO) Command Stream Queue Data |
[Field Name |Bits |Default  |[Description |

CSQ_DATA 31:0 none Data from the Command Stream Queue, from locatig
pointed to by th&€P_CSQ_ADDR register. Used for

debug, to read the contents of the Command Strean
Queue.

|CP:CP_CSQ_MODE [R/W] - 32 hits - Access: 8/16/32. MMReg:0x744 |
|DESCRIPTION: Alternate Command Stream Queue Control |
|Field Name |Bits |Default |[Description |

INDIRECT2_START 6:0 none Start location of Indirect Queue #2 in the command

cache. This value also sets the size in double octwor
the Indirect Queue #1 cache that will reside in locatig
INDIRECT1_START to (INDIRECT2_START 1). The
Indirect Queue #iill reside in locations
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INDIRECT2_START to 0x5f. The minimum size of th
Indirect Queues must be at least twice the MAX_FE]
size as programmed in the CP_RB_CNTL register.

INDIRECT1_START

14:8

none

Start location of Indirect Queue #1 in the command
cade. This value is also the size in double octwords
the Primary Queue cache that will reside in locations
(INDIRECT1_START- 1). The minimum size of the
Primary Queue cache must be at least twice the
MAX_FETCH size as programmed in the
CP_RB_CNTL rgister.

[CSQ_INDIRECT2_MODE

lox0

|0=>PI0, 1=>BM |

CSQ_INDIRECT2_ENABLE

27

0x0

Enables Indirect Buffer #2. If this bit is set, the
CP_CSQ_MODE register overrides the operation of
CSQ_MODE variable in the CP_CSQ_CNTL registe

[CSQ_INDIRECT1_MODE

lox0

|0=>PI0, 1=>BM |

CSQ_INDIRECT1_ENABLE

0x0

Enables Indirect Buffer #1. If this bit is set, the
CP_CSQ_MODE register overrides the operation of
CSQ_MODE variable in the CP_CSQ_CNTL registe

[CSQ_PRIMARY_MODE

lox0

|0=>PI0, 1=>BM |

CSQ_PRIMARY_ENABLE

0x0

Enables Primary Buffer. If this bit is set, the
CP_CSQ_MODE register overrides the operation of
CSQ_MODE variable in the CP_CSQ_CNTL registe

|CP:CP_CSQ_STAT- [R] - 32 bits - Access: 8/16/32 MMReg:0x7f8 |

IDESCRIPTION: (RO) Command Steen Queue Status |

|Field Name |Bits |Default  |[Description |

CSQ_RPTR_PRIMARY 9:0 none Current Read Pointer into the Primary Queue. Defau
0.

CSQ_WPTR_PRIMARY 19:10 none Current Write Pointer into the Primary Queue. Defau
0.

CSQ_RPTR_INDIRECT 29:20 none Current Read Pointer into the Indirect Queue. Defau
0.

[CP:CP_GUI_COMMAND - [R/W] - 32 bits - Access: 8/16/32 MMReg:0x728 |

|DESCRIPTION: Command for PIO GUI DMAs

[Field Name

|Bits

| Default

| Description |

CP_GUI_COMMAND

31:.0

none

Command for PIAMASs to the GUI DMA. Only
DWORD access is allowed to this register.

|CP:CP_GUI_DST_ADDR: [R/W] - 32 bits - Access: 8/16/32 MMReg:0x724 |

IDESCRIPTION: Destination Address for PIO GUI DMAs |

|Field Name

|Bits

|Default

| Description |
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CP_GUI_DST_ADDR 310 none Destination address for PIO DMAs to the GUI DMA.
Only DWORD access is allowed to this register.

|CP:CP_GUI_SRC_ADDR- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x720 |
IDESCRIPTION: Source Address for PIO GUI DMAs |
|Field Name ||Bits “Default ||Description |

CP_GUI_SRC_ADDR 31:0 none Source address for PIO DMAs to the GUI DMA. Only
DWORD access is allowed to this register.

[CP:CP_IB2_BASE: [R/W] - 32 bits - Access: 8/16/32 MMReg:0x730 |
[DESCRIPTION: Indirect Buffer 2 Base |

[Field Name |Bits |Default  |[Description |

IB2_BASE 31:2 none Indirect Buffer 2 Base. Address of the beginning of tf
indirect buffer. Only DWORD access is allowed to th
register.

|CP:CP_IBZ_BUFSZ- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x734 |
[DESCRIPTION: Indirect Buffer 2 Size |
|Field Name |Bits |Default  |[Description |

IB2_BUFSZ 22:0 0x0 Indirect Buffer 2 Size. This size is expressed in dwor]
This field is an initiator to begin fetching commands
from the Indirect Buffer. Only DWORD access is
allowed to this regiter. Default = 0

[CP:CP_IB_BASE- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x738 |
[DESCRIPTION: Indirect Buffer Base |

[Field Name |Bits |Default  |[Description |

IB_BASE 31:2 none Indirect Buffer Base. Address of the beginning of the|
indirect buffer. ly DWORD access is allowed to this
register.

|CP:CP_IB_BUFSZ- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x73c |
[DESCRIPTION: Indirect Buffer Size |
|Field Name |Bits |Default |[Description |

IB_BUFSZ 22:0 0x0 Indirect Buffer Size. This size is expredsa dwords.
This field is an initiator to begin fetching commands
from the Indirect Buffer. Only DWORD access is
allowed to this register. Default = 0
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|CP:CP_ME_CNTL- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7d0 |

|DESCRIPTION: Micro Engine Catrol

[Field Name |Bits |Default  |[Description |

ME_STAT 15:0 none Status of MicroEngine internal registers. This value

(Access: R) depends on the current value of the ME_STATMUX
field. Read Only.

ME_STATMUX 20:16 0x0 Selects which status is to be returnedt@aME_STAT
field.

ME_BUSY 29 none Busy indicator for the MicroEngine. 0 = MicroEngine

(Access: R) not busy. 1 = MicroEngine is active. Read Only.

ME_MODE 30 0x1 Run-Mode of MicroEngine. 0 = Singi€tep Mode. 1 =
Freerunning Mode. Default = 1

ME_STEP 31 0x0 Step the MicroEngine by one instruction. Writing a "1

(Access: W) this field causes the MicroEngine to step by one
instruction, if and only if the ME_MODE bitisa 0.
Write Only.

[CP:CP_ME_RAM_ADDR- [R/W] - 32 hits - Access: 8/16/32 MMReg:0x7d4 |

|DESCRIPTION: MicroEngine RAM Address

[Field Name

|Bits

| Default

||Description |

ME_RAM_ADDR
(master with mirrors)

7:0

none

MicroEngine RAM Address (Write Mode) Writing this
register puts the RAM access circuitry into "Write Mg
, Which allows he address to auiacrement as data is
written into the RAM.

|CP:CP_ME_RAM_DATAH- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7dc |

|DESCRIPTION: MicroEngine RAM Data High

|Field Name

|Bits

| Default

| Description |

ME_RAM_DATAH

7:0

none

MicroEngine RAV Data High Used to load the
MicroEngine RAM.

[CP:CP_ME_RAM_DATAL - [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7e0 |

|DESCRIPTION: MicroEngine RAM Data Low

[Field Name

|Bits

| Default

||Description |

ME_RAM_DATAL

31:0

none

MicroEngine RAM Data Low Usetb load the
MicroEngine RAM.

|CP:CP_ME_RAM_RADDR: [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7d8 |

IDESCRIPTION: MicroEngine RAM Read Address

|Field Name

|[Bits

|| Default||Description |
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ME_RAM_RADDR
(mirror of

(Access: W)

CP_ME_RAM_ADDR:ME_RAM_ADDR

7:0 none |[MicroEngine RAM Address (Read Mode) Writing

this register puts the RAM access circuitry into "R
Mode" , which allows the address to airiorement
as data is read from the RAM. Write Only.

|CP:CP_RB_BASE- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x700 |

|DESCRIPTION: Ring Buffer Base

|

|Field Name

|Bits

“Default

| Description |

RB_BASE

31:2

none

Ring Buffer Base. Address of the beginning of the rir
buffer.

[CP:CP_RB_CNTL- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x704 |

|DESCRIPTION: Ring Buffer Control

[Field Name

|Bits

| Default

| Description |

RB_BUFSZ

5:.0

0x0

Ring Buffer Size. This size is expressed in log2 of th
actual size. Values 0 and 1 are clamped to an 8 DW
ring buffer. A value of 2 to 22 will give a ring buffer:
2N(RB_BUFSZ+). Values greater than 22 will clamp
22. Default =0

RB_BLKSZ

13:8

0x0

Ring Buffer Block Size. This defines the number of
quadwords that the Command Processor will read
between updates to the host's copy of the Read Poi
This size is expressed ind2 of the actual size (in @it
quadwords). For example, for a block of 1024
quadwords, you would program this field to 10(decin
Default =0

BUF_SWAP

17:16

0x0

Endian Swap Control for Ring Buffer and Indirect
Buffer. Only affects the chip behavidrthe buffer
resides in system memory. 0 = No swap 1 =hit&wap:
OxAABBCCDD becomes OXxBBAADDCC 2 = 3ait
swap: 0OXAABBCCDD becomes 0OxXDDCCBBAA 3 =
Half-dword swap: OXAABBCCDD becomes
O0xCCDDAABB Default =0

MAX_FETCH

19:18

0x0

Maximum Fetch Size for amgad request that the CP
makes to memory. 0 = 1 double octword. (32 bytes)
2 double octwords. (64 bytes) 2 = 4 double octwords
(128 bytes) 3 = 8 double octwords. (256 bytes). Defg
=0

RB_NO_UPDATE

27

0x0

Ring Buffer No Write to Read Pointer 0= Wé&rito Host’
copy of Read Pointer in system memory. 1= Do not
to Host's copy of Read pointer. The purpose of this
control bit is to have a fatback position if the bus
mastered write to system memory doesn’t work, in w
case the driver will havi® read the Graphics
Controller’s copy of the Read Pointer directly, with s
performance penalty. Default = 0
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RB_RPTR_WR_ENA 31 0x0 Ring Buffer Read Pointer Write Transfer Enable. Wh
set the contents of the CP_RB_RPTR_WR register i
transferred to thactive read pointer (CP_RB_RPTR)
whenever the CP_RB_WPTR register is written. Def
=0

|CP:CP_RB_RPTR- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x710 |
IDESCRIPTION: Ring Buffer Read Pointer Address (RO) |

|Field Name |Bits |Default |[Description |
RB_RPTR 22:0 none Ring Buffer Read Pointer. This is an index (in dword
(Access: R) of the current element being read from the ring buffe

[CP:CP_RB_RPTR_ADDR [R/W] - 32 bits - Access: 8/16/32 MMReg:0x70c |
[DESCRIPTION: Ring Buffer Read Poter Address |

[Field Name |Bits |Default |[Description |

RB_RPTR_SWAP 1:0 0x0 Swap control of the reported read pointer address. S
CP_RB_CNTL.BUF_SWAP for the encoding.

RB_RPTR_ADDR 31:2 0x0 Ring Buffer Read Pointer Address. Address of the H
copy of the Rad Pointer. CP_RB_RPTR (RO) Ring
Buffer Read Pointer

[CP:CP_RB_RPTR_WR [R/W] - 32 bits - Access: 8/16/32 MMReg:0x71c |
|DESCRIPTION: Writable Ring Buffer Read Pointer Address |
[Field Name |Bits |Default |[Description |

RB_RPTR_WR 22:0 0x0 Writable Rng Buffer Read Pointer. Writable for
updating the RB_RPTR after an ACPI.

[CP:CP_RB_WPTR [R/W] - 32 bits - Access: 8/16/32 MMReg:0x714 |
IDESCRIPTION: (RO) Ring Buffer Write Pointer |
[Field Name |Bits |Default  |[Description |

RB_WPTR 22:0 0x0 Ring Bufer Write Pointer. This is an index (in dwords
of the last known element to be written to the ring bu
(by the host).

|CP:CP_RB_WPTR_DELAY- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x718 |
|DESCRIPTION: Ring Buffer Write Pointer Delay |
|Field Name ||Bits ||Defau|t ||Description |

PRE_WRITE_TIMER 27:0 0x0 PreWrite Timer. The number of clocks that a write tg
the CP_RB_WPTR register will be delayed until actu
taking effect. Default = 0
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PRE_WRITE_LIMIT 31:28 0x0

PreWrite Limit. The number of timethat the
CP_RB_WPTR register can be written (while the
PRE_WRITE_TIMER has not expired) before the

most recently written value. Default = 0

CP_RB_WPTR register is forced to be updated with

|CP:CP_RESYNC_ADDR- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x778

|DESCRIPTION: Raster Engine Sync Address (WO)

|Field Name |Bits |Default |[Description |
RESYNC_ADDR 2:0 0x0 Scratch Register Offset Address.
(Access: W)

|CP:CP_RESYNC_DATA- [R/W] - 32 bits - Access: 8/16/322 MMReg:0x77c

IDESCRIPTION: Raster Engine Sync Data (WO)

[Field Name |Bits |Default |[Description |
RESYNC_DATA 31:0 none Data written to selected Scratch Register when a syt
(Access: W) pulse pair is received from the CBA and CBB.

|CP:CP_STAT- [R] - 32 bits - Access: 8/16/32 MMReg:0x7c0

|DESCRIPTION: (RO) Busy Status Signals

|

|
|Field Name |Bits |Default |[Description |
IMRU_BUSY o |lnone  |[Memory Read Unit Busy. |
|MWU_BUSY ||l ||n0ne ||Memory Write Unit Busy. |
[RSIU_BUSY 2 |lnone  |[Register Backbone Input Interface Busy. |
[RCIU_BUSY 3 |lnone  |[RBBM Output Interface Busy. |
|CSF_PRIMARY_BUSY o |lnone  |[Primary Command Stream Fetcher Busy. |
[CSF_INDIRECT_BUSY [10 |lnone |[Indirect #1 Command Stream Fetcher Busy. |
[CSQ_PRIMARY_BUSY 11 Inone |Data in Command Queue for Primary Stream. |
ICSQ_INDIRECT_BUSY |12 |lnone  |IData in @mmand Queue for Indirect #1 Stream. |
[CSI_BUSY 13 lnone  |[Command Stream Interpreter Busy. |
ICSF_INDIRECT2_BUSY |14 |lnone  |lIndirect #2 Command Stream Fetcher Busy. |
|CSQ_INDIRECT2_BUSY ||15 ||n0ne ||Data in Command Queue for Indirect #2 Stream. |
|GUIDMA_BUSY |28 |lnone  ||GUI DMA Engine Busy. |
\VIDDMA_BUSY [29 [none  |VID DMA Engine Busy. |
[CMDSTRM_BUSY [30 |[none  ][Command Stream Busy. |
lcP_BUSY |31 |lnone  |lCP Busy. |

HCP:CP_VID_COMMAND- [RIW] - 32 bits - Access: 8/16/32 MMReg:0x7cc
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|DESCRIPTION: Command for PIO VID DMAs |
Field Nare |Bits |Default |[Description |

CP_VID_COMMAND 31:.0 none Command for PIO DMAs to the VID DMA. Only
DWORD access is allowed to this register.

|CP:CP_VID_DST_ADDR- [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7c8 |
|DESCRIPTION: Destination Address forl® VID DMAs |
[Field Name |Bits |Default | Description |

CP_VID_DST_ADDR 31:0 none Destination address for PIO DMAs to the VID DMA.
Only DWORD access is allowed to this register.

[CP:CP_VID_SRC_ADDR: [R/W] - 32 bits - Access: 8/16/32 MMReg:0x7c4 |
[DESCRIPTION: Source Address for PIO VID DMAs |
[Field Name |Bits |Default  |[Description |

CP_VID_SRC_ADDR 31:.0 none Source address for PIO DMAs to the VID DMA. Only
DWORD access is allowed to this register.

[CP:CP_VP_ADDR_CNTL- [R/W] - 32 bits - Access: 8/182 - MMReg:0x7€e8 |

DESCRIPTION: Virtual vs Physical Address ControBelects whether the address corresponds to a physica
virtual address in memory.

[Field Name |Bits |Default  |[Description |
I[SCRATCH_ALT_VP_WR |0 l0x0 ||l0=Physical (Default), 1=Virtual |
ISCRATCH_VP_WR 1 lox0 |l0=Physical (Default), 1=Virtual |
[RPTR_VP_UPDATE 2 lox0 ||0=Physical (Default), 1=Virtual |
I\VIDDMA_VP_WR 13 lox0 |l0=Physical (Default), 1=Virtual |
I\VIDDMA_VP_RD |4 lox0 |l0=Physical (Default), 1=Virtual |
IGUIDMA_VP_WR |15 l0x0 ||0=Physical (Default), 1=Virtla |
|GUIDMA_VP_RD |6 lox0 |l0=Physical (Default), 1=Virtual |
INDR2_VP_FETCH 7 l0x0 ||l0=Physical (Default), 1=Virtual |
INDR1_VP_FETCH 8 lox0 |l0=Physical (Default), 1=Virtual |
[RING_VP_FETCH |l lox0 ||l0=Physical (Default), 1=Virtual |
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10.2 Color Buffer Registers

|CB:RB3D_AARESOLVE_CTL - [R/W] - 32 hits - Access: 8/16/32: MMReg:0x4e88 |
[DESCRIPTION: Resolve Buffer Control. Unpipelined |
|Field Name |Bits |Default |[Description |

AARESOLVE_MODE 0 0x0 Specifies if the color buffer is in resolve mode. The
cache must be empty before changing this register.

POSSIBLE VALUES:
00- Normal operation.
01 - Resolve operation.

AARESOLVE_GAMMA 1 none Specifies the gamma and degamma to be applied to|
samples before and after filtering, respectively.

POSSIBLE VALUES:
00-1.0
01-2.2

AARESOLVE_ALPHA 2 0x0 Controls whether alpha is averaged in the resolve. 0
the resolved alpha value is selected from the sample
value. 1=> the resolved alpha value is a filtered (ave
result of of the samples.

POSSIBLE VALUES:
00- Resolved giha value is taken from sample 0.
01- Resolved alpha value is the average of the
samples. The average is hot gamma corrected.

|CB:R83D_AARESOLVE_OFFSET - [RIW] - 32 bits - Access: 8/16/32: MMReg:0x4e80 |

DESCRIPTION: Resolve buffer destation address. The cache must be empty before changing this register
cb is in resolve mode. Unpipelined

[Field Name |Bits |Default |[Description |
IAARESOLVE_OFFSET [31:5 |lnone  |[256-bit aligned 3D resolve destination offset. |

|CB:R83D_AARESOLVE_PITCH - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4e84 |

DESCRIPTION: Resolve Buffer Pitch and Tiling Control. The cache must be empty before changing this r¢
the cb is in resolve mode. Unpipelined

[Field Name |Bits |Default  |[Description |
|AARESOLVE_PITCH ||13:1 ||n0ne ||3D destination pitch in multiples ofg@ixels. |

|CB:RB3D_ABLENDCNTL - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4e08 |
|DESCRIPTION: Alpha Blend Control for Alpha Channel. Pipelined through the blender. |
|Field Name ||Bits ||Defau|t ||Descr'ption |
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COMB_FCN

14:12

none

Combine Function , Allows modification of how the
SRCBLEND and DESTBLEND are combined.

POSSIBLE VALUES:

00- Add and Clamp

01- Add but no Clamp

02 - Subtract Dst from Src, and Clamp

03- Subtract Dsfrom Src, and don’t Clamp

04 - Minimum of Src, Dst (the src and dst blend
functions are forced to D3D_ONE)

05 - Maximum of Src, Dst (the src and dst blend
functions are forced to D3D_ONE)

06 - Subtract Src from Dst, and Clamp

07 - Subtract Src from Dst, and don't Clamp

SRCBLEND

21:16

none

Source Blend Function , Alpha blending function (SR

POSSIBLE VALUES:
00- RESERVED
01- D3D_ZERO
02- D3D_ONE
03- D3D_SRCCOLOR
04- D3D_INVSRCCOLOR
05- D3D_SRCALPHA
06- D3D_INVSRCALPHA
07- D3D_DESTALPHA
08- D3D_INVDESTALPHA
09- D3D_DESTCOLOR
10- D3D_INVDESTCOLOR
11- D3D_SRCALPHASAT
12- D3D_BOTHSRCALPHA
13- D3D_BOTHINVSRCALPHA
14 - RESERVED
15- RESERVED
16 - RESERVED
17 - RESERVED
18- RESERVED
19- RESERVED
20- RESERVED
21- RESERVED
22- RESERVED
23- RESERVED
24- RESERVED
25- RESERVED
26- RESERVED
27- RESERVED
28- RESERVED
29- RESERVED
30- RESERVED
31- RESERVED
32-GL_ZERO
33-GL_ONE
34-GL_SRC_COLOR
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35- GL_ONE_MINUS_SRC_COLOR
36-GL_DST_COLOR

37- GL_ONE_MINUS_DST_COLOR
38- GL_SRC_ALPHA

39- GL_ONE_MINUS_SRC_ALPHA
40- GL_DST_ALPHA

41- GL_ONE_MINUS_DST_ALPHA
42- GL_SRC_ALPHA_SATURATE
43- GL_CONSTANT_COLOR

44- GL_ONE_MINUS_CONSTANT_COLOR
45- GL_CONSTANT_ALPHA

46- GL_ONE_MINUS_CONSTANT_ALPHA
47 - RESERVED

48- RESERVED

49- RESERVED

50- RESERVED

51- RESERVED

52- RESERVED

53- RESERVED

54- RESERVED

55- RESERVED

56 - RESERVED

57 - RESERVED

58- RESERVED

59- RESERVED

60- RESERVED

61- RESERVED

62- RESERVED

63- RESERVED

DESTBLEND 29:24 none Destination Blend Function , Alpha blending function
(DST).

POSSIBLE VALUES:
00- RESERVED
01- D3D_ZERO
02- D3D_ONE
03- D3D_SRCCOLOR
04- D3D_INVSRCCOLOR
05- D3D_SRCALPHA
06- D3D_INVSRCALPHA
07- D3D_DESTALPHA
08- D3D_INVDESTALPHA
09- D3D_DESTCOLOR
10- D3D_INVDESTCOLOR
11- RESERVED
12- RESERVED
13- RESERVED
14- RESERVED
15- RESERVED
16 - RESERVED
17 - RESERVED
18- RESERVED
19- RESERVED
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20- RESERVED
21- RESERVED

22 - RESERVED

23- RESERVED

24 - RESERVED

25- RESERVED

26- RESERVED

27- RESERVED

28- RESERVED

29- RESERVED

30- RESERVED

31- RESERVED

32-GL_ZERO

33-GL_ONE
34-GL_SRC_COLOR

35- GL_ONE_MINUS_SRC_COLOR
36- GL_DST_COLOR

37- GL_ONE_MINUS_DST_COLOR
38- GL_SRC_ALPHA

39- GL_ONE_MINUS_SRC_ALPHA
40- GL_DST_ALPHA

41- GL_ONE_MINUS_DST_ALPHA
42 - RESERVED

43- GL_CONSTANT_COLOR

44- GL_ONE_MINUS_CONSTANT_COLOR
45- GL_CONSTANT_ALPHA

46- GL_ONE_MINUS_CONSTANT_ALPHA
47 - RESERVED

48- RESERVED

49- RESERVED

50- RESERVED

51- RESERVED

52- RESER/ED

53- RESERVED

54- RESERVED

55- RESERVED

56- RESERVED

57- RESERVED

58- RESERVED

59- RESERVED

60- RESERVED

61- RESERVED

62- RESERVED

63- RESERVED

|CB:RB3D_BLENDCNTL - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4e04

|DESCRIPTION: Alpha Blend Control for Color Channels. Pipelined through the blender.

|Field Name

||Bits

||Defau|t

||Description

[ALPHA_BLEND_ENABLE

o

|loxo

||Allow alpha blending with the destination.
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POSSBLE VALUES:
00 - Disable
01- Enable

SEPARATE_ALPHA_ENABLE

0x0

Enables use of RB3D_ABLENDCNTL

POSSIBLE VALUES:
00 - Disabled (Use RB3D_BLENDCNTL)
01- Enabled (Use RB3D_ABLENDCNTL)

READ_ENABLE

ox1

When blending is enalde this enables memory reads
Memory reads will still occur when this is disabled if
they are for reasons not related to blending.

POSSIBLE VALUES:
00- Disable reads
01- Enable reads

DISCARD_SRC_PIXELS

5:3

0x0

Discard pixels when blendirig enabled based on the
color.

POSSIBLE VALUES:
00 - Disable
01- Discard pixels if src alpha <=
RB3D_DISCARD_SRC_PIXEL_LTE_THRESHOLD
02 - Discard pixels if src color <=
RB3D_DISCARD_SRC_PIXEL_LTE_THRESHOLD
03- Discard pixls if src argh <=
RB3D_DISCARD_SRC_PIXEL_LTE_THRESHOLD
04 - Discard pixels if src alpha >=
RB3D_DISCARD_SRC_PIXEL_GTE_THRESHOLD
05- Discard pixels if src color >=
RB3D_DISCARD_SRC_PIXEL_GTE_THRESHOLD
06 - Discard pixels if src argh=>
RB3D_DISCARD _SRC_PIXEL_GTE_THRESHOLD
07 - (reserved)

COMB_FCN

14:12

none

Combine Function , Allows modification of how the
SRCBLEND and DESTBLEND are combined.

POSSIBLE VALUES:

00- Add and Clamp

01- Add but no Clamp

02 - Subtract Dst from Src, and Clamp

03 - Subtract Dst from Src, and don’t Clamp

04 - Minimum of Src, Dst (the src and dst blend
functions are forced to D3D_ONE)

05 - Maximum of Src, Dst (the src and dst blend
functions are forced to D3D_ QY

06 - Subtract Src from Dst, and Clamp

07 - Subtract Src from Dst, and don’t Clamp

SRCBLEND

[21:16

|none

||Source Blend Function , Alpha blending function (SF{
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POSSIBLE VALUES:
00- RESERVED
01- D3D_ZERO
02- D3D_ONE
03-D3D_SRCCOLOR
04- D3D_INVSRCCOLOR
05- D3D_SRCALPHA
06- D3D_INVSRCALPHA
07- D3D_DESTALPHA
08- D3D_INVDESTALPHA
09- D3D_DESTCOLOR
10- D3D_INVDESTCOLOR
11- D3D_SRCALPHASAT
12- D3D_BOTHSRCALPHA
13- D3D_BOTHINVSRCALPHA
14 - RESERVED
15- RESERVED
16 - RESERVED
17 - RESERVED
18- RESERVED
19- RESERVED
20- RESERVED
21- RESERVED
22- RESERVED
23- RESERVED
24- RESERVED
25- RESERVED
26- RESERVED
27- RESERVED
28- RESERVED
29- RESERVED
30- RESERVED
31- RESERVED
32-GL_ZERO
33-GL_ONE
34-GL_SRC_COLOR
35- GL_ONE_MINUS_SRC_COLOR
36- GL_DST_COLOR
37-GL_ONE_MINUS_DST_COLOR
38- GL_SRC_ALPHA
39- GL_ONE_MINUS_SRC_ALPHA
40- GL_DST_ALPHA
41- GL_ONE_MINUS_DST_ALPHA
42- GL_SRC_ALPHA_SATURATE
43- GL_CONSTANT_COLOR
44- GL_ONE_MINUS_CONSTANT_COLOR
45- GL_CONSTANT_ALPHA
46- GL_ONE_MINUS_CONSTANT_ALPHA
47 - RESERVED
48 - RESERVED
49- RESERVED
50- RESERVED
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51- RESERVED
52- RESERVED
53- RESERVID
54 - RESERVED
55- RESERVED
56 - RESERVED
57- RESERVED
58 - RESERVED
59- RESERVED
60- RESERVED
61- RESERVED
62 - RESERVED
63- RESERVED

DESTBLEND

29:24

none

Destination Blend Fustion , Alpha blending function
(DST).

POSSIBLE VALUES:
00- RESERVED
01-D3D_ZERO
02-D3D_ONE
03-D3D_SRCCOLOR
04- D3D_INVSRCCOLOR
05- D3D_SRCALPHA
06- D3D_INVSRCALPHA
07- D3D_DESTALPHA
08- D3D_INVDESTALPHA
09- D3D_DESTCOLOR
10- D3D_INVDESTCOLOR
11- RESERVED
12- RESERVED
13- RESERVED
14 - RESERVED
15- RESERVED
16 - RESERVED
17 - RESERVED
18- RESERVED
19- RESERVED
20- RESERVED
21- RESERVED
22 - RESERVED
23- RESERVED
24 - RESERVED
25- RESERVED
26- RESERVED
27- RESERVED
28- RESERVED
29- RESERVED
30- RESERVED
31- RESERVED
32- GL_ZERO
33-GL_ONE
34- GL_SRC_COLOR
35- GL_ONE_MINUS_SRC_COLOR
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36-GL_DST_COLOR
37-GL_ONE_MINUS_DST_COLOR

38- GL_SRC_ALPHA

39- GL_ONE_MINUS_SRC_ALPHA

40- GL_DST_ALPHA

41- GL_ONE_MINUS_DST_ALPHA

42 - RESERVED

43- GL_CONSTANT_COLOR

44- GL_ONE_MINUS_CONSTANT_COLOR
45- GL_CONSTANT_ALPHA

46- GL_ONE_MINUS_CONSTANT_ALPHA
47 - RESERVED

48- RESERVED

49- RESERVED

50- RESERVED

51- RESERVED

52 - RESERVED

53- RESERVED

54- RESERVED

55- RESERVED

56 - RESERVED

57 - RESERVED

58- RESERVED

59- RESERVED

60- RESERVED

61- RESERVED

62- RESERVED

63- RESERVED

SRC_ALPHA_0_NO_READ

30

0x0

Enables source alpha zero performance optimization
skip reads.

POSSIBLE VALUES:

00- Disable source alpha zero performance
optimization to skip reads

01- Enable source alpteero performance
optimization to skip reads

SRC_ALPHA_1_NO_READ

31

0x0

Enables source alpha one performance optimization
skip reads.

POSSIBLE VALUES:

00 - Disable source alpha one performance
optimization to skip reads

01 - Enable soure alpha one performance
optimization to skip reads

MMReg:0x4ea4d

CB:RB3D_DISCARD_SRC_PIXEL_GTE_THRESHOLD - [R/W] - 32 bits - Access: 8/16/32-

|DESCRIPTION: Discard src pixels greater than or equal to threshold. |

[Field Name

|[Bits

| Default

| Descrigion |
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[BLUE [7:0 |oxFF |[Blue |
|GREEN l15:8 |oxFF | |Green |
IRED [23:16  |oxFF  ||Red |
IALPHA [31:24  |oxFF  |Alpha |

MMReg:0x4ea0

CB:RB3D_DISCARD_SRC_PIXEL_LTE_THRESHOLD - [R/W] - 32 bits - Access: 8/16/32-

|DESCRIPTION: Discard src pixels less than or equal to threlsho

|
|Field Name |Bits |Default |[Description |
[BLUE [7:0 lox0 |[Blue |
|GREEN l15:8  Jox0 |Green |
IRED [23:16  |lox0 |Red |
IALPHA [31:24  Jjox0 |Alpha |

|CB:RBSD_CCTL - [RIW] - 32 bits - Access: 8/16/32: MMReg:0x4e00 |

IDESCRIPTION: Unpipelined.

[Field Name

| Bits|| Defaul{|Desiption |

NUM_MULTIWRITES

6:5(/0x0 ||A quad is replicated and written to this
many buffers.

POSSIBLE VALUES:

00- 1 buffer. This is the only mode
where the cb processes the end of pac
command.

01- 2 buffers

02 - 3 buffers

03 - 4 buffers

CLRCMP_FLIPE_ENABLE

7 ||0x0 Enables equivalent of rage128
CMP_EQ_FLIP color compare mode.
This is used to ensure 3D data does n(
get chromakeyed away by logic in the
backend.

POSSIBLE VALUES:
00 - Disable color compare.
01- Enablecolor compare.

AA_COMPRESSION_ENABLE

9 |lnone |[Enables AA color compression. Cmask
must also be enabled when aa
compression is enabled. The cache m
be empty before this is changed.

POSSIBLE VALUES:
00 - Disable AA compression
01 - Enable AAcompression
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CMASK_ENABLE 10 [jnone ||[Enables use of the cmask ram. The ca
must be empty before this is changed.

POSSIBLE VALUES:
00 - Disable
01- Enable

IReserved |11 Jlox0  |setto 0 |
INDEPENDENT_COLOR_CHANNEL_MASK_ ENABLI|12 [|0x0 Enables indpedent color channel mask
for the MRTs. Disabling this feature wil

cause all the MRTs to use color chann
mask 0.

POSSIBLE VALUES:
00- Disable
01- Enable

WRITE_COMPRESSION_DISABLE 13 |lnone ||Disables write compression.

POSSIBLE VALUES:
00 - Enable write compression
01 - Disable write compression

INDEPENDENT_COLORFORMAT_ENABLE 14 ||0x0 Enables independent color format for t
MRTs. Disabling this feature will cause|
all the MRTs to use color format 0.

POSSIBLE VALUES:
00 - Disable
01- Enable

|CB:RBBD_CLRCMP_CLR - [R/IW] - 32 bits - Access: 8/16/32. MMReg:0x4e20 |
IDESCRIPTION: Color Compare Color. Stalls the 2d/3d datapath until it is idle. |
[Field Name |Bits |Default |[Description |

CLRCMP_CLR 31.0 none Like RB2D_CLRCMP_CLR, but a separate register i
provided to keep 2D and 3D state separate.

|CB:RB3D_CLRCMP_FLIPE - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4elc |
|DESCRIPTION: Color Compare Flip. Stalls the 2d/3d datapath until it is idle. |
[Field Name |Bits |Default  |[Description |

CLRCMP_FLIPE 31:0 none Like RB2D_CLRCMP_FLIPE, but a separate registe
provided to keep 2D and 3D state separate.

|CB:RB3D_CLRCMP_MSK - [R/W] - 32 bits - Access: 8/16/32- MMReg:0x4e24 |
[IDESCRIPTION: Color Compare Msk. Stalls the 2d/3d datapath until it is idle. |
|Field Name ||Bits ||Defau|t ||Description |
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CLRCMP_MSK 31:0 none Like RB2D_CLRCMP_CLR, but separate registers
provided to keep 2D and 3D state separate.

|CB:RBSD_COLOROFFSET[O-3] - [R/IW] - 32 bits - Access:8/16/32 - MMReg:0x4e280x4e34 |
IDESCRIPTION: Color Buffer Address Offset of multibuffer 0. Unpipelined. |
|Field Name ||Bits “Default ||Description |

COLOROFFSET 31:5 none 256-bit aligned 3D destination offset address. The ca
must be empty before this is ctrged.

|CB:RB3D_COLORPITCH[O -3] - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4e380x4e44 |

DESCRIPTION: Color buffer format and tiling control for all the multibuffers and the pitch of multibuffer 0.
Unpipelined. The cache must be empty beforeohitlye registers are changed.

[Field Name |Bits |Default  |[Description |

|COLORPITCH ||13:l ||n0ne ||3D destination pitch in multiples of{@ixels. |

COLORTILE 16 none Denotes whether the 3D destination is in macrotiled
format.

POSSIBLE VALUES:
00 - 3D destinabn is not macrotiled
01 - 3D destination is macrotiled

COLORMICROTILE 18:17 none Denotes whether the 3D destination is in microtiled
format.

POSSIBLE VALUES:

00- 3D destination is no microtiled

01 - 3D destination is microtiled

02 - 3D destination is square microtiled. Only
available in 1ébit

03 - (reserved)

COLORENDIAN 20:19 none Specifies endian control for the color buffer.

POSSIBLE VALUES:
00- No swap
01- Word swap (2 bytes in 1Bit)
02 - Dword swap (4 bytes in a d#t)
03 - Half-Dword swap (2 16it in a 32bit)

COLORFORMAT 24:21 0x6 3D destination color format.

POSSIBLE VALUES:
00- ARGB10101010
01- UV1010
02- CI8 (2D ONLY)
03- ARGB1555
04- RGB565
05- ARGB2101010
06- ARGB8888
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07- ARGB32323232
08 - (Reserved)
09-18

10- ARGB16161616

13-UV88
14-110

15- ARGB4444

11-YUV422 packed (VYUY)
12-YUV422 packed (YVYU)

|CB:RB3D_COLOR_CHANNEL_MASK - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4e0c |

DESCRIPTION: 3D Color Channel Mask. If all the channels used in the current color format are disabled,
the cb will discard all the incoming quads. Pipelihthrough the blender.

[Field Name

|Bits

| Default

| Description

BLUE_MASK

0

0ox1

mask bit for the blue channel

POSSIBLE VALUES:
00 - disable
01- enable

GREEN_MASK

0ox1

mask bit for the green channel

POSSIBLE VALUES:
00 - disable
01- enable

RED_MASK

ox1

mask bit for the red channel

POSSIBLE VALUES:
00- disable
01- enable

ALPHA_MASK

Oox1

mask bit for the alpha channel

POSSIBLE VALUES:
00- disable
01- enable

BLUE_MASK1

ox1

mask bit for tle blue channel of MRT 1

POSSIBLE VALUES:
00 - disable
01- enable

GREEN_MASK1

ox1

mask bit for the green channel of MRT 1

POSSIBLE VALUES:
00- disable
01- enable

RED_MASK1

Oox1

mask bit for the red channel of MRT 1

POSSIBLE VALUES:
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00 - disable
01- enable

ALPHA MASK1 7 0x1 mask bit for the alpha channel of MRT 1

POSSIBLE VALUES:
00 - disable
01- enable

BLUE_MASK2 8 0x1 mask bit for the blue channel of MRT 2

POSSIBLE VALUES:
00 - disable
01- enable

GREEN_MASK?2 9 0x1 mask bit for the green channel of MRT 2

POSSIBLE VALUES:
00 - disable
01- enable

RED_MASK2 10 Ox1 mask bit for the red channel of MRT 2

POSSIBLE VALUES:
00 - disable
01- enable

ALPHA MASK2 11 Ox1 mask bit for the alpha channel of MRT 2

POSSIBLE VALUES:
00- disable
01- enable

BLUE_MASK3 12 0x1 mask bit for the blue channel of MRT 3

POSSIBLE VALUES:
00- disable
01- enable

GREEN_MASK3 13 Ox1 maskbit for the green channel of MRT 3

POSSIBLE VALUES:
00- disable
01- enable

RED_MASK3 14 0x1 mask bit for the red channel of MRT 3

POSSIBLE VALUES:
00- disable
01- enable

ALPHA_MASKS3 15 0x1 mask bit for the alpha chanrefl MRT 3

POSSIBLE VALUES:
00 - disable
01- enable
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[CB:RB3D_COLOR_CLEAR_VALUE - [R/W] - 32 bits - Access: 8/16/32 MMReg:0x4el4 |

DESCRIPTION: Clear color that is used when the color mask is set to 00. Unpipelined. Programgiisteravith
a 32bit value in ARGB8888 or ARGB2101010 formats, ignoring the fields.

[Field Name |Bits |Default |[Description |
IBLUE |7:0 lnone  |lblue clear color |
IGREEN 158 |jnone  ||green clear color |
IRED [23:16  |jnone  |lred clear color |
IALPHA 31:24  |lnone  |lalpha clear color |

[CB:RB3D_COLOR_CLEAR_VALUE_AR - [R/W] - 32 bits - Access: 8/16/32 MMReg:0x46c0 |

DESCRIPTION: Alpha and red clear color values that are used when the color mask is set to 00 in FP16 p
component mode. Unpipelined.

[Field Name |Bits |Default  ||Desciption |
IRED 150 |jnone  |lred clear color |
IALPHA [31:16  |none |[alpha clear color |

|CB:RBSD_COLOR_CLEAR_VALUE_GB - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x46¢c4 |

DESCRIPTION: Green and blue clear color values that are used when the color mask i98ant&6P16 per
component mode. Unpipelined.

[Field Name |Bits |Default  |[Description |
[BLUE [15:0  |jnone |[blue clear color |
IGREEN [31:26  |none  ||green clear color |

|CB:R83D_CONSTANT_COLOR - [R/IW] - 32 bits - Access: 8/16/32: MMReg:0x4e10 |
|DESCRIPTION: Constant color used by the blender. Pipelined through the blender. |

|Field Name |Bits |Default |[Description |
BLUE 7:0 none blue constant color (For R520, this field is ignored, u
RB3D_CONSTANT_COLOR_GB__BLUE instead)
GREEN 15:8 none green constant color (For R520is field is ignored, use
RB3D_CONSTANT_COLOR_GB__GREEN instead
RED 23:16 none red constant color (For R520, this field is ignored, us
RB3D_CONSTANT_COLOR_AR__RED instead)
ALPHA 31:24 none alpha constant color (For R520, this field is ignored,
RB3D_CONSTANT_COLOR_AR__ALPHA instead)

|CB:RBBD_CONSTANT_COLOR_AR - [RIW] - 32 bits - Access: 8/16/32- MMReg:0x4ef8
|DESCRIPTION: Constant color used by the blender. Pipelined through the blender.

|Field Name |Bits |Default |Description

IRED [15:0 Inone |[red constant color in 0.10 fixed or FP16 format
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HALPHA ||31:16 “none ||a|pha constant color in 0.10 fixed or FP16 format H

|CB:RBSD_CONSTANT_COLOR_GB - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4efc |
IDESCRIPTION: Constant color used by the blendBipelined through the blender. |
[Field Name |Bits |Default |[Description |

IBLUE [15:0 |Inone ||blue constant color in 0.10 fixed or FP16 format
IGREEN [31:126  |none  ||green constant color in 0.10 fixed or FP16 format

|CB:RB3D_DITHER_CTL - [R/W] - 32 bits - Access:8/16/32 - MMReg:0x4e50 |
|DESCRIPTION: Dithering control register. Pipelined through the blender. |
[Field Name |Bits |Default |[Description |
DITHER_MODE 1:0 0x0 Dither mode

POSSIBLE VALUES:
00- Truncate
01- Round
02- LUT dither
03 - (reserved)

ALPHA DITHER_MODE 3:2 0x0 POSSIBLE VALUES:
00- Truncate

01- Round

02- LUT dither
03- (reserved)

CB:RB3D_DSTCACHE_CTLSTAT - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4e4c

DESCRIPTION: Destinaton Color Buffer Cache Control/Status. If the cb is in e2 mode, then a flush or free
not occur upon a write to this register, but a sync will be immediately sent if one is requested. If both DC_H
and DC_FREE are zero but DC_FINISH is one, thegrecswill be sent immediately the cb will not wait for all
the previous operations to complete before sending the sync. Unpipelined except when DC_FINISH and D
are both set to zero.

[Field Name |[Bits |Default  |[Description |

DC_FLUSH 1.0 0x0 Setting ths bit flushes dirty data from the 3D Dst Cac
Unless the DC_FREE bits are also set, the tags in th
cache remain valid. A purge is achieved by setting b
DC_FLUSH and DC_FREE.

POSSIBLE VALUES:
00- No effect
01- No effect
02 - Flushes dirty 3D data
03 - Flushes dirty 3D data

DC_FREE 3:2 0x0 Setting this bit invalidates the 3D Dst Cache tags. Uy
the DC_FLUSH bit is also set, the cache lines are ng
written to memory. A purge is achieved by setting bo
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DC_FLUSH and DC_REE.

POSSIBLE VALUES:

00- No effect

01 - No effect

02- Free 3D tags

03- Free 3D tags
DC_FINISH 4 0x0 POSSIBLE VALUES:

00- do not send a finish signal to the CP

01 - send a finish signal to the CP after the enf
operation

[CB:RB3D_FIFO_SIZE - [RIW] - 32 bits - Access: 8/16/32° MMReg:0x4ef4 |
[DESCRIPTION: Sets the fifo sizes |
[Field Name |Bits |Default |[Description |
OP_FIFO_SIZE 1:0 0x0 Determines the size of the op fifo

POSSIBLE VALUES:
00- Full size
01-1/2 size
02-1/4 size
03-1/8 size

|CB:RB3D_ROPCNTL - [R/W] - 32 hits - Access: 8/16/32. MMReg:0x4e18 |
[DESCRIPTION: 3D ROP Control. Stalls the 2d/3d datapath until it is idle. |

|Field Name |Bits |Default  ||Descripton |
ROP_ENABLE 2 0x0 POSSIBLE VALUES:
00- Disable ROP. (Forces ROP2 to be 0xC).
01- Enabled
ROP 11:8 none ROP2 code for 3D fragments. This value is replicate
into 2 nibbles to form the equivalent ROP3 code to
control the ROP3 logic. Tise are the GDI ROP2 code
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10.3 Fog Registers

|FG:FG_ALPHA_FUNC - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4bd4 |
IDESCRIPTION: Alpha Function |

|Field Name ||Bits ||Defau|t “Description |

AF_VAL 7.0 0x0 Specifies the dit alpha compare value when
AF_EN_8IT is enabled

AF_FUNC 10:8 0x0 Specifies the alpha compare function.

POSSIBLE VALUES:
00- AF_NEVER
01-AF_LESS
02- AF_EQUAL
03- AF_LE
04- AF_GREATER
05- AF_NOTEQUAL
06- AF_GE
07- AF_ALWAYS

AF_EN 11 0x0 Enables/Disables alpha compare function.

POSSIBLE VALUES:
00 - Disable alpha function.
01 - Enable alpha function.

AF_EN_8BIT 12 0x0 Enable 8bit alpha compare function.

POSSIBLE VALUES:
00 - Default 10bit alpha compas.
01- Enable 8bit alpha compare.

AM_EN 16 0x0 Enables/Disables alpfta-mask function.

POSSIBLE VALUES:
00 - Disable alpha to mask function.
01- Enable alpha to mask function.

AM_CFG 17 0x0 Specfies number of sytixel sampledor alphato-mask
function.

POSSIBLE VALUES:
00- 2/4 subpixel samples.
01 - 3/6 subpixel samples.

DITH_EN 20 0x0 Enables/Disables RGB Dithering (Not supported in
R520)

POSSIBLE VALUES:
00 - Disable Dithering
01- Enable Dibering.

ALP_OFF_EN ||24 ||0x0 ||Alpha offset enable/disable (Not supported in R520)|
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POSSIBLE VALUES:

00 - Disables alpha offset of 2 (default r300 & rv3
behavior)

01 - Enables offset of 2 on alpha coming in from
us

DISCARD_ZERO_MASK_QUAIL25 0x0 Enable/Disable discard zero mask coverage quad tg

POSSIBLE VALUES:
00- No discard of zero coverage mask quads
01- Discard zero coverage mask quads

FP16 ENABLE 28 0x0 Enables/Disables FP16 alpha function

POSSIBLE VALUES:
00 - Default 16bit alpha compare and alp@mask
function
01- Enable FP16 alpha compare and alfrenask
function

|FG:FG_ALPHA_VALUE - [R/IW] - 32 bits - Access: 8/16/32. MMReg:0x4be0 |
[DESCRIPTION: Alpha Compare Value |

[Field Name |Bits |Default |[Description |
AF_VAL 15:0 0x0 Specifies the alpha compare value, 0.10 fixed or FP
format

[FG:FG_DEPTH_SRC - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4bd8 |
[DESCRIPTION: Where does depth come from? |

[Field Name |[Bits |Default  |[Description |
DEPTH_SRC 0 0x0 POSSIBLE VALUES:
00 - Depth comes from scan converter as plane
equation.
01 - Depth comes from shader as four discrete va

[FG:FG_FOG_BLEND - [R/W] - 32 bits - Access: 8/16/32- MMReg:0x4bc0 |
IDESCRIPTION: Fog Bending Enable |
|Field Name ||Bits ||Defau|t ||Description |
ENABLE 0 0x0 Enable for fog blending

POSSIBLE VALUES:
00 - Disables fog (output matches input color).
01- Enables fog.

FN ||2:1 ||0x0 ||Fog generation function |
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POSSIBLE VALUES:
00- Fogfunction is linear
01 - Fog function is exponential
02 - Fog function is exponential squared
03- Fog is derived from constant fog factor

|FG:FG_FOG_COLOR_B - [R/IW] - 32 bits - Access: 8/16/32: MMReg:0x4bd0 |
IDESCRIPTION: Blue Component of Fog Color |
[Field Name |Bits |Default |[Description |
IBLUE |9:0 0x0 ||Blue component of fog color; (0.10) fixed format. |

[FG:FG_FOG_COLOR_G - [RIW] - 32 bits - Access: 8/16/32 MMReg:0x4bcc |
IDESCRIPTION: Green Component of Fog Color |

[Field Name |Bits |Default  |[Description
IGREEN [9:0 lox0 ||Green component of fog color; (0.10) fixed format.

[FG:FG_FOG_COLOR_R - [RIW] - 32 bits - Access: 8/16/32 MMReg:0x4bc8 |
IDESCRIPTION: Red Component of Fog Color |

[Field Name |Bits |Default |[Description
IRED [9:0 lox0 |Red component of fog color; (0.10) fixed format.

|FG:FG_FOG_FACTOR - [RIW] - 32 bits - Access: 8/16/32. MMReg:0x4bc4 |
IDESCRIPTION: Constant Factor for Fog Blending |

|Field Name |Bits |Default  |[Description
[FACTOR [|9:0 lox0 ||Constant fog fetor; fixed (0.10) format.
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10.4 Geometry Assembly Registers

|GA:GA_COLOR_CONTROL - [R/W] - 32 bits - Access: 8/16/32- MMReg:0x4278 |
IDESCRIPTION: Specifies per RGB or Alpha shading method. |
|Field Name ||Bits “Default ||Description |
RGBO_SHADING 1:0 0x0 Specifies solid, flat or Gouraud shading.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

ALPHAO_SHADING 3:2 0x0 Specifies solid, flat or Gouraud shading.

POSSIBLE VALUES:
00- Solid fill color
01- Flat shading
02 - Gouraud shading

RGB1_SHADING 5:4 0x0 Specifies solid, flat or Gouraud shading.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

ALPHA1_ SHADING 7:6 0x0 Specifies solidflat or Gouraud shading.

POSSIBLE VALUES:
00- Solid fill color
01 - Flat shading
02 - Gouraud shading

RGB2_SHADING 9:8 0x0 Specifies solid, flat or Gouraud shading.

POSSIBLE VALUES:
00 - Solid fill color
01 - Flat shathg
02 - Gouraud shading

ALPHA2_SHADING 11:10 0x0 Specifies solid, flat or Gouraud shading.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

RGB3_SHADING 13:12 0x0 Specifies solid, flat or Gouraushading.

POSSIBLE VALUES:
00- Solid fill color
01- Flat shading
02 - Gouraud shading
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ALPHA3_SHADING

15:14

0x0

Specifies solid, flat or Gouraud shading.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

PROVOKING_VERTEX

17:16

0x0

Specifies, for flat shaded polygons, which vertex hol
the polygon color.

POSSIBLE VALUES:
00 - Provoking is first vertex
01 - Provoking is second vertex
02 - Provoking is third verte
03- Provoking is always last vertex

[GA:GA_COLOR_CONTROL_PS3 -

[R/W] - 32 hits - Access: 8/16/32- MMReg:0x4258 |

|DESCRIPTION: Specifies color properties and mappings of textures. |

[Field Name

|Bits

| Default

||Description |

TEXO_SHADING_PS3

1.0

0x0

Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

TEX1_SHADING_PS3

3:2

0x0

Specifies undefined(0), flat(1) and Gouraudg&f)
shading for each texture.

POSSIBLE VALUES:
00- Solid fill color
01 - Flat shading
02 - Gouraud shading

TEX2_SHADING_PS3

54

0x0

Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

TEX3_SHADING_PS3

7.6

0x0

Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

TEX4_SHADING_PS3

9:8

0x0

Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.
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POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

TEX5_SHADING_PS3 11:10 0x0 Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00- Solid fill color
01- Flat shading
02 - Gouraud shading

TEX6_SHADING_PS3 13:12 0x0 Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00- Solid fill color
01- Flat shading
02 - Gouraud shading

TEX7_SHADING_PS3 15:14 0x0 Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00 - Solid fill color
01- Flat shading
02 - Gouraud shading

TEX8_SHADING_PS3 17:16 0x0 Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00- Solid fill color
01 - Flat shading
02 - Gouraud shading

TEX9 SHADING_PS3 19:18 0x0 Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for each texture.

POSSIBLE VALUES:
00 - Solid fill color
01 - Flat shading
02 - Gouraud shading

TEX10_SHADING_PS3 21:20 0x0 Specifies undefined(0), flat(1) and Gouraud(2/def)
shading for tex10 components.

POSSIBLE VALUES:
00- Solid fill color
01- Flat shading
02 - Gouraud shading

COLORO_TEX_OVERRIDE 25:22 0x0 Specifies if each color should come frorteature and
which one.
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POSSIBLE VALUES:
00- No override
01 - Stuff texture 0
02 - Stuff texture 1
03 - Stuff texture 2
04 - Stuff texture 3
05 - Stuff texture 4
06 - Stuff texture 5
07 - Stuff textue 6
08 - Stuff texture 7
09 - Stuff texture 8/C2
10 - Stuff texture 9/C3

COLOR1_TEX_OVERRIDE 29:26 0x0

Specifies if each color should come from a texture a
which one.

POSSIBLE VALUES:
00 - No override
01 - Stuff texure 0
02 - Stuff texture 1
03 - Stuff texture 2
04 - Stuff texture 3
05 - Stuff texture 4
06 - Stuff texture 5
07 - Stuff texture 6
08 - Stuff texture 7
09 - Stuff texture 8/C2
10 - Stuff textue 9/C3

[GA:GA_ENHANCE - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4274 |

IDESCRIPTION: GA Enhancement Register

[Field Name |Bits | Default

| Description |

DEADLOCK_CNTL 0 0x0

TCL/GA Deadlock control.

POSSIBLE VALUES:

00- No effect.

01- Prevents TCL interface from deadlocking on
side.

FASTSYNC_CNTL 1 0x1

Enables Fast register/primitive switching

POSSIBLE VALUES:

00- No effect.

01 - Enables higkperformance register/primitive
switching.

REG_READWRITE 2 0x0

R520+: When set, GA supports simultaneous registe
reads & writes

POSSIBLE VALUES:
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00- No effect.
01 - Enables GA support of simultaneous register
reads and writes.

REG_NOSTALL 3

0x0

POSSIBLE VALUES:

00- No effect.

01- Enables GA spport of nestall reads for registe
read back.

|GA:GA_FIFO_CNTL - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4270 |

|DESCRIPTION: GA Input fifo high water marks

[Field Name |Bits |Default |[Description |

VERTEX_FIFO 2:0 0x0 Number of words remaininign input vertex fifo before
asserting nearly full

INDEX_FIFO 5:3 0x0 Number of words remaining in input primitive fifo
before asserting nearly full

REG_FIFO 13:6 0x0 Number of words remaining in input register fifo befg
asserting nearly full

IGA:GA_FILL_A - [R/W] - 32 bits

- Access: 8/16/32. MMReg:0x422c

[IDESCRIPTION: Alpha fill color

[Field Name |Bits

| Default

| Description

[COLOR_ALPHA [31:0

lox0

|[FP20 format for alpha fill.

IGA:GA_FILL_ B - [R/W] - 32 bits

- Access: 8/16/322 MMReg:0x4228

[DESCRIPTION: Blue fill color

[Field Name |Bits

| Default

||Description

|[COLOR_BLUE [31:0

lox0

||FP20 format for blue fill.

IGA:GA_FILL_G - [R/W] - 32 bits

- Access: 8/16/32. MMReg:0x4224

IDESCRIPTION: Green fill color

|Fie|d Name ||Bits

| Default

|COLOR_GREEN [31:0

lox0

|
|
|| Descripton |
||FP20 format for green fill. |

IGA:GA_FILL_R - [R/W] - 32 hits

- Access: 8/16/32: MMReg:0x4220

[IDESCRIPTION: Red fill color

[Field Name |Bits

| Default

||[Description

|[COLOR_RED [31:0

[[ox0

||FP20 format for red fill.
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|GA:GA_FOG_OFFSET - [RIW] - 32 bits - Access: 8/16/322 MMReg:0x4298

|DESCRIPTION: Specifies the offset to apply to fog.

[Field Name |Bits |Default  |[Description

I\VALUE 3.0 Jjox0 ||32b SPFP scale value.

[GA:GA_FOG_SCALE - [R/W] - 32 bits - Access: 8/16/32 MMReg:0x4294

|DESCRIPTION: Specifies the scale to apply to fog.

[Field Name

|Bits

“Default

| Description

IVALUE

|[31:0

lox0

||32b SPFP scale value.

|GA:GA_IDLE - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x425c

reset asserted.

DESCRIPTION: Returns idle status of vario&3D block, captured when GA_IDLE written or when hard or g

[Field Name |Bits |Default  |[Description |
[PIPE3_Z_IDLE [0 lox0 |[Idle status of physical pipe 3 Z unit |
IPIPE2_Z_IDLE I l0x0 |[Idle status of physical pipe 2 Z unit |
IPIPE3_CB_IDLE 2 lox0 |[Idle status of physical pipe 3 CB unit |
IPIPE2_CB_IDLE 13 l0x0 |[Idle status of physical pipe 2 CB unit |
IPIPE3_FG_IDLE |4 lox0 |[Idle status of physical pipe 3 FG unit |
IPIPE2_FG_IDLE |5 lox0 |[Idle status of physical pipe 2 FG unit |
IPIPE3_US_IDLE 6 lox0 |[Idle status of phyeal pipe 3 US unit |
[PIPE2_US_IDLE 7 lox0 |[Idle status of physical pipe 2 US unit |
IPIPE3_SC_IDLE 8 lox0 |[Idle status of physical pipe 3 SC unit |
[PIPE2_SC_IDLE |l lox0 |[Idle status of physical pipe 2 SC unit |
IPIPE3_RS_IDLE |10 l0x0 |[Idle status of physical pipe 3 Rit |
IPIPE2_RS_IDLE 11 lox0 |[Idle status of physical pipe 2 RS unit |
[PIPE1_Z_IDLE [12 lox0 |[Idle status of physical pipe 1 Z unit |
IPIPEO_Z_IDLE 13 lox0 |[Idle status of physical pipe 0 Z unit |
IPIPE1_CB_IDLE |14 lox0 |[Idle status of physical pipe 1 CB unit |
IPIPEO_CB_DLE |15 lox0 |[Idle status of physical pipe 0 CB unit |
IPIPE1_FG_IDLE |16 lox0 |[Idle status of physical pipe 1 FG unit |
IPIPEO_FG_IDLE [17 |loxo |[Idle status of physical pipe 0 FG unit |
IPIPE1_US_IDLE |18 lox0 |[Idle status of physical pipe 1 US unit |
[PIPEO_US_IDLE |19 loxo |[Idle status of physical pipe 0 US unit |
IPIPE1_SC_IDLE |20 lox0 |[Idle status of physical pipe 1 SC unit |
[PIPEO_SC_IDLE [21 loxo |[Idle status of physical pipe 0 SC unit |
IPIPE1_RS_IDLE [22 lox0 |[Idle status of physical pipe 1 RS unit |
IPIPEO_RS_IDLE 23 lox0 |[Idle status bphysical pipe 0 RS unit |
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[SU_IDLE |24 |[ox0 |[Idle status of SU unit |
|GA_IDLE |25 0x0 |[Idle status of GA unit |
IGA_UNIT2_IDLE 26 lox0 |[Idle status of GA unit2 |

|GA:GA_LINE_CNTL - [R/W] - 32 bits - Access: 8/16/32: MMReg:0x4234 |
[DESCRIPTION: Line control |

[Field Name |Bits |Default |Description |

WIDTH 15:0 0x0 1/2 width of line, in subpixels (1/12 or 1/16 only, evel
8b subprecision); (16.0) fixed format.

END_TYPE 17:16 0x0 Specifies how ends of lines should be drawn.

POSSIBLE VALUES:

00- Horizontal

01- Vertical

02 - Square (horizontal or vertical depending upo
slope)

03 - Computed (perpendicular to slope)

SORT 18 0x0 R520+: When enabled, all lines are sorted so that V(
vertex with smallest X, or if X equal, smallest Y.

POSSIBLE VALUES:
00- No sorting (default)
01- Sort on minX than MinY

|GA:GA_LINE_SO - [RIW] - 32 bits - Access: 8/16/32- MMReg:0x4264 |
[IDESCRIPTION: S Texture Coordinate Value for Vertex 0 of Line (stuff texturies. AA) |
[Field Name |[Bits |Default  |[Description |

SO 31:.0 0x0 S texture coordinate value generated for vertex 0 of
antialiased line; 3bit IEEE float format. Typical 0.0.

IGA:GA_LINE_S1 - [R/W] - 32 bits - Access: 8/16/32 MMReg:0x4268 |
|DESCRIPTION: S TextureCoordinate Value for Vertex 1 of Lines (V2 of parallelograstuff textures- i.e. AA)|
[Field Name |Bits |Default |[Description |

S1 31:.0 0x0 S texture coordinate value generated for vertex 1 of
antialiased line; 3bit IEEE float format. Typical 1.0.

IGA:GA_LINE_STIPPLE_CONFIG - [R/W] - 32 hits - Access: 8/16/32: MMReg:0x4238 |
|DESCRIPTION: Line Stipple configuration information. |

|Field Name |Bits |Default |[Description

ILINE_RESET [1:0 lox0 ||Specify type of reset to use for stipple accumulation
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POSSBLE VALUES:
00- No reseting
01- Reset per line
02 - Reset per packet

STIPPLE_SCALE 31:2 0x0 Specifies, in truncated (30b) floating point, scale to g
to generated texture coordinates.

|GA:GA_LINE_STIPPLE_VALUE - [R/W] - 32bits - Access: 8/16/32: MMReg:0x4260 |
[DESCRIPTION: Current value of stipple accumulator. |
[Field Name |Bits |Default  |[Description |

STIPPLE_VALUE 31:.0 0x0 24b Integer, measuring stipple accumulation in subp
(1/12 or 1/16, even in 8b precision). (ndield is 32b,
but only lower 24b used)

|GA:GA_OFFSET - [RIW] - 32 bits - Access: 8/16/32- MMReg:0x4290 |
IDESCRIPTION: Specifies x & y offsets for vertex data after conversion to FP. |

[Field Name |Bits |Default |[Description |

X_OFFSET 15:0 0x0 Specifes X offset in S15 format (subpixels1/12 or
1/16, even in 8b subprecision).

Y_OFFSET 31:16 0x0 Specifies Y offset in S15 format (subpixelsl/12 or
1/16, even in 8b subprecision).

|GA:GA_POINT_MINMAX - [R/IW] - 32 bits - Access: 8/16/32:. MMReg:0x4230 I
|DESCRIPTION: Specifies maximum and minimum point & sprite sizes for per vertex size specification. |

[Field Name |Bits |Default |[Description |

MIN_SIZE 15:0 0x0 Minimum point & sprite radius (in subsamples) size t
allow.

MAX_SIZE 31:16 0x0 Maximum point & sprite radius (in subsamples) size 1
allow.

|GA:GA_POINT_S0 - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4200 |
|DESCRIPTION: S Texture Coordinate of Vertex 0 for Point texture stuffing (LLC) |
|Field Name ||Bits ||Defau|t ||Description |

SO 310 0x0 S texture coordinate of vertex O for point-Bi2 IEEE
float format.

IGA:GA_POINT_S1 - [R/W] - 32 bits - Access: 8/16/32. MMReg:0x4208 |
|DESCRIPTION: S Texture Coordinate of Vertex 2 for Point texture stuffing (URC) |
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